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ABSTRACT 

Available data on mechanical characteristics of fracture zones are compiled 
and discussed. The aim is to improve the basis for adequate representation 
of fracture zones in geomechanical models. The sources of data researched 
are primarily borehole investigations and case studies in rock engineering, 
involving observations of fracture zones subjected to artificial load changes. 
Boreholes only yield local inf onnation about the components of fracture 
zones, i.e. intact rock, fractures and various low-strength materials. Difficul­
ties are therefore encountered in evaluating morphological and mechanical 
properties of fracture zones from borehole data. Although often thought of 
as macroscopically planar features, available field data consistently show 
that fracture zones are characterized by geometrical irregularities such as 
thickness variations, surface undulation and jogs. These irregularities prevail 
on all scales. As a result, fracture zones are on all scales characterized by 
large, in-plane variations of strength- and defonnational properties. This has 
important mechanical consequences in terms of non-uniform stress transfer 
and complex mechanisms of shear deformation. Field evidence for these 
findings, in particular results from the Underground Research Laboratory in 
Canada and from studies of induced fault slip in deep mines, is summarized 
and discussed. 

ABSTRACT (IN SWEDISH) 

Sprickzoners mekaniska egenskaper ar dfiligt kanda, vilket aterspeglar sig i 
stora osakerheter vid analys av bergmekaiska problem dar effektema av 
sprickzoner maste beaktas. Foreliggande arbete ar en sammanstallning och 
granskning av data som finns tillgangliga avseende sprickzoners mekaniska 
egenskaper. Merparten av informationen har hamtats fran borrhfilsunder­
sokningar och fran gruvsektorn. Forhoppningen ar att arbetet skall bidra till 
en battre kvalitativ och kvantitativ forstaelse for sprickzoners egenskaper 
och darmed deras respons pa olika typer av belastningar. Sprickzoner av alla 
storlekar och inom ett vitt spektrum av geologiska miljoer kannetecknas av 
undulerande geometri, variationer i vidd och inhomogen sammansattning. En 
viktig konsekvens av dessa generella egenskaper ar att deformations- och 
hallfasthetsegenskaperna varierar pa motsvarande satt i alla skalor. Det 
paverkar i sin tur den spanningsfordelning som rader i och kring sprick­
zoner, och komplicerar rorelsemonstret vid eventuell skjuvning. Detta styrks 
av data fran omfattande in-situ matningar i AECL's underjordslaboratorium 
(URL) i Kanada och av observationer av inducerade forkastningsrorelser i 
gruvor. Konsekvenser av resultaten med avseende pa mojligheter och 
metoder att simulera sprickzoner i bergmekaniska modeller diskuteras i 
allmanna term er. 



CONTENTS 

SUMMARY 1 

1 INTRODUCTION 5 

2 DEFINITIONS AND CONCEPTS 7 
2.1 Definitions 7 
2.2 The scale problem 7 
2.3 Available models 11 
2.3.1 Simple stress models 11 
2.3.2 Models in rock engineering 13 
2.3.3 Models in structural geology and earthquake analysis 16 

3 SOURCES OF DAT A 17 
3.1 Geological observations 17 
3.2 Sampling, testing and case studies 17 

4 LOCALIZED SHEAR DEFORMATION IN BRITTLE ROCK 20 
4.1 Introduction 20 
4.2 Homogeneous material 20 
4.3 Material with preexisting fractures 24 

5 PROPERTIES OF FRACTURE ZONE COMPONENTS 29 
5.1 Introduction 29 
5.2 Properties of rock joints 31 
5.2.1 Shear deformation 31 
5.2.2 Scale considerations 35 
5.2.3 Normal deformation 41 
5.3 Properties of filling material 43 
5.3.1 Low confining stress 44 
5.3.2 High confining stress 46 
5.4 Properties of weak contact zones in mines 48 

6 ESTIMATING DEFORMABILITY FROM BOREHOLE DATA 52 
6.1 Introduction 52 
6.2 Methods 52 
6.3 Fracture Zone 2, Finnsjon 55 
6.4 Eastern regional zone, Fjallveden 57 
6.5 Fracture Zone 3, Kamlunge 59 

7 IN-SITU DETER..\1INA TION OF DEFORMABILITY 61 
7.1 Introduction 61 
7.2 URL 61 
7.3 Grimsel 66 
(continued) 



8 INDUCED FAULT MOVEMENTS IN :MINES 67 
8.1 Introduction 67 
8.2 Deep gold mines in South Africa 68 
8.3 Stress release by fluid injection 72 
8.4 Strathcona Mine, Canada 73 

9 STRESS CONDITIONS IN THE VICINITY 
OF FRACTURE ZONES 75 

9.1 Introduction 75 
9.2 Experience from Swedish mines 75 
9.3 Forsmark 76 
9.4 Lansjarv 79 
9.5 Finnsjon 79 
9.6 URL 81 
9.7 Frictional strength inferred from stress measurements 84 

10 MAIN RESULTS AND CONCLUSIONS 89 
10.1 Shear strength 89 
10.2 Deformabili ty 93 
10.3 Stress conditions 96 
10.4 Borehole methods for fracture zone characterization 98 
10.5 Concluding remarks 99 

11 REFERENCES 101 



1 

SUMMARY 

Not only are data on the mechanical characteristics of fracture zones sparse, but 
they occur over a wide range of geoscience, including structural geology, seismo­
tectonics, mining and civil engineering. The aim of the present work is to bring 
together information from some of these sources, and to compile it in such a way 
that it facilitates proper consideration of fracture zones in analysis of geomechani­
cal problems related to construction and performance of nuclear waste repositories 
in hard rock. Problems posed in this field include assessment of the risk for future 
shear displacements along fracture zones, which can directly or indirectly affect 
repository integrity. Such movements may be induced by future load changes 
attributable to natural processes such as glaciation, possibly assisted by distur­
bances caused by the repository itself. Furthermore, since repository excavations 
shall likely penetrate fracture zones, their mechanical properties are of concern 
also with regard to local stability during repository construction. 

Information was gathered primarily from the rock engineering field, and the data 
compilation focussed parameters describing deformational properties and shear 
strength. Available data fall into two categories: 

Indirect estimates of fracture zone parameters on the basis of small-scale 
observations, primarily by means of boreholes, of the properties of the 
components of the zones, i.e. intact rock, fractures and various low-strength 
materials like fault gouge and alteration products. 

Direct observations of fracture zone behavior, either by means of specifical­
ly designed experiments or in connection with rock engineering efforts 
involving large-scale load changes. 

Case studies reviewed consistently underline the difficulties encountered in 
estimating the properties of fracture zones on the basis of borehole-scale sampling 
and testing. One reason is that conventional core drilling technology does not 
provide adequate sampling of poor-quality material commonly encountered in 
fracture zones. Another is that scaling procedures commonly applied to estimate 
the mechanical properties of individual fractures on the basis of borehole-scale 
data cannot be readily extended and applied to evaluate the characteristics of 
fracture zones. 

The results from tentative application of empirical systems, commonly used in 
rock engineering to estimate rock mass deform.ability from borehole information, 
to three fracture zones representing different degrees of shear disturbance illustrate 
these problems. Using data from boreholes penetrating these zones, it was found 
that the empirical methods provided meaningful upper bound estimates of the 
deform.ability of fracture zones with a morphology comparable to moderately 
fractured rock masses. They failed, however, to predict the defonnability of more 
intensely deformed fracture zones. 



2 

Seismology has provided a large amount of data that may be referred to as full­
scale observations of fracture zone behavior. There are, however, uncertainties as 
to stress conditions, and interpretation in terms of mechanical properties is 
hampered by the fact that parameters measured refer to the dynamic range only. 
Examples of direct observation of fracture zone behavior in connection with man­
made, large-scale alteration of loading conditions are uncommon. The phenomena 
of induced fault slip in deep mines is an important exception that has been 
extensively studied due to its major impact on mining safety and operation. 
Research and practical experiences from this field have produced important results 
with respect to both fundamental understanding of shear deformation of fault 
zones and the degree to which current modelling technology can resemble such 
events. 

Field observations consistently show that fracture zones are characterized by 
geometrical irregularities such as variations in thickness, surf ace undulations and 
jogs that prevail on all scales. This implies that strength- and deformational 
properties can show large local variations over the plane of the discontinuity. 
This, in turn, induces non-uniform stress transfer. Observations of stability 
conditions in Swedish mines also provide indirect evidence for significant alter­
ation of the stress field, extending at least tens of meters from major fracture 
zones. Comprehensive investigations at the Underground Research Laboratory 
(URL) in Canada have demonstrated an extremely non-uniform transfer of normal 
stress across a major fracture zone. These results have been explained in terms of 
local variations of the stiffness of the zone. A survey of results from stress 
measurements within Sweden, however, did not reveal any case where measured 
stress anomalies can be distinctly correlated with the presence of a fracture zone. 
This does not imply that stress perturbations induced by fracture zones are 
insignificant, but merely shows that current data are insufficient to allow conclu­
sions in this respect. 

Studies of induced fault slip in deep mines show that the deformation of de­
stabilized faults is composed of both aseismic creep and seismic stick-slip 
behavior. This complex mode of shear deformation is a consequence of the 
presence of the indicated types of macroscopic surface irregularities, affecting the 
distribution of stress and strength over the fault plane. Determination of fault zone 
geometry has therefore been found critical in order to qualitatively understand the 
deformation process, whilst attempts to accurately determine strength properties 
like friction angle have been found less rewarding. Modelling, in combination 
with experience-based strength criteria is useful for indicating areas liable to slip 
deformation, but is essentially incapable of predicting the different modes of shear 
deformation observed. 

The cohesive contribution to the shear strength of fracture zones is generally 
insignificant. Frictional properties were extracted from observations in mining and 
from stress measurements in seismically active areas. Values of friction angles 
were found to vary within the range 20-40°, but clustered at some 30-35°. Data 
are insufficient to discuss possible relationships between friction angle and level 
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of normal stress. Furthermore, no correlation could be established between size 
(taken as in-plane dimensions) of fracture zones and frictional strength. This is as 
would be expected, considering the fact that surface irregularities, decisively 
influencing shear resistance, occur on all scales. 

With respect to representation of fracture zones in geomechanical models, conclu­
sions from the present study are as follows: 

The internal structure of fracture zones can conceptually be represented in 
several ways by geomechanical models (distinct discontinuity, equivalent 
rock mass, fractured medium etc ). The choice depends on, among other 
things, the relation between the scale of the problem to be analyzed and the 
size (in-plane dimensions and thickness) of the fracture zone. Although this 
is well recognized, mistakes are not uncommon. 

In geomechanical models, fracture zones are macroscopically almost invari­
ably simulated as planar features, to which properties describing strength 
and deformability can be assigned. The inherent assumption is that surface 
irregularities controlling, for example, frictional resistance, occur on a scale 
that is much smaller than the scale of the fracture zone or problem under 
study. However, this assumption may be invalid since undulations and 
surface irregularities are found on all scales. The substitution of the fracture 
zone with a planar frictional feature may thus be principally incorrect. 

It follows that the current focus on more accurate determination of "stan­
dard" mechanical properties, as requested by the models, and on parametric 
studies to investigate the effects of these properties, needs to be comple­
mented by investigations to clarify the actual geometry and morphology of 
fracture zones, such that they can be more realistically represented. Borehole 
investigations are not sufficient for this purpose. Existing knowledge in 
structural geology can contribute, but there is also a need for direct field 
investigations, including observations from underground facilities. 

Current modelling technology is essentially incapable to resemble the 
complex combination of stable shear deformation and stick-slip behavior 
that characterize fault slip, as induced by natural or artificial forces. 
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1 INTRODUCTION 

In recent years, major research efforts have been devoted to the mechanical 
behavior of discontinuities in rock. This growing research interest is partly a result 
of the development of geomechanical modelling tools capable of simulating 
discontinuous rock masses, provided that realistic material properties are available. 
Another contributing factor is the evolvement of geoscientific issues requiring 
understanding of the mechanics of individual discontinuities as well as their 
contributions to overall rock mass behavior. This applies in particular to the 
problem of hazardous waste disposal in hard rock formations. 

The bulk of investigations on the mechanical properties of discontinuities refer to 
the laboratory scale, i.e. up to about 1 m. A lesser number of field investigations 
producing results in the meter - or at most 10 m - scale have also been conducted. 
Thus, the scale interval considered roughly corresponds to the in-plane extensions 
of typical joints and fractures, 

Despite their importance in many geomechanical applications, much less attention 
has been paid to characterization of large scale discontinuities like fracture zones. 
In a nuclear waste context, for example, the mechanical behavior of fracture zones 
is of concern in several respects. Problems posed include assessment of the risk 
for large-scale shear displacements along fracture zones, induced by future 
changes of the stress field and the potential effects of such phenomena on 
repository integrity. It also appears unavoidable that fracture zones will be 
encountered within the volume of rock hosting the repository, and their character­
istics will therefore have practical consequences for repository construction. 

The shortage of mechanical data for fracture zones is not difficult to explain. 
Firstly, there are major difficulties associated with predicting the character of 
large structural features on the basis of small-scale observations. Furthermore, 
the number of "full-scale" experiments involving controlled alteration of loading 
conditions on fracture zones and monitoring of rock mass response are, for 
obvious reasons, extremely few. Underground mining is about the only form of 
rock engineering activity that causes stress perturbations on a scale that is large 
enough for this purpose and that also allows close monitoring of fracture zone 
response to the load changes imposed. 

It also appears that the information available on the topic is diversified and occurs 
over a wide range of geoscience. As indicated above, underground mining is one 
such branch. It is more or less unique in that it hosts many examples of actual 
large scale observation of fracture zone behavior under well defined loading 
conditions. Other applications in rock engineering, such as dam construction and 
reservoir engineering, have contributed data on a more occasional basis. The most 
substantial body of knowledge on fracture zone characteristics is undoubtly to be 
found in the field of structural geology. Besides the purely descriptive part, this 
includes a developing framework of mechanical theories and concepts to explain 
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many of the complex mechanisms responsible for initiation and development of 
fracture zones in brittle rock. Seismotectonics, in turn, can provide data on slip 
events of faults involving seismic energy release. Although the amount of data 
available from this source is substantial, there are limitations associated with the 
fact that parameters measured refer to the dynamic range only. Finally, research 
related to disposal of nuclear waste has included comprehensive investigations of 
fracture zones, essentially by means of surface- and borehole methods. 

Unfortunately, each of these geoscientific disciplines providing such information 
are concerned with their own specific set of problems, use different terminologies 
and often represent different conditions as regards depths, stress levels and scale. 
Work seems to progress with far to little interaction between the various fields. As 
a result the available knowledge on the mechanical characteristics of fracture 
zones is diversified and difficult to overview. 

The present study is an effort to bring together and condense information from 
some of these sources, and to present it in such a way that it can be viewed in 
context. It is hoped that this will facilitate proper consideration of fracture zones 
in addressing the geomechanical issues related to siting, construction and perfor­
mance a repository for nuclear waste in crystalline rocks. The data compiled have 
primarily been gathered from borehole investigations and observations in connec­
tion with rock engineering activities, including mining, in relevant geological 
environments. The fracture zones considered represent a scale interval that can 
loosely be described as large enough to be out-of-reach by conventional methods 
of laboratory and in-situ testing, but small enough to be of concern in problems 
on the scale of a nuclear waste repository. 
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2 DEFINITIONS AND CONCEPTS 

2.1 Definitions 

The basic definition of the term "zone" in geoscience has been formulated as 
follows (AGI, 1960): 

"A belt, band, or strip of earth material, however disposed, characterized as 
distinct from surrounding parts by some particular property or content." 

Following this general definition, the definition of the term "fracture zone" has 
been formulated as a zone exhibiting an intensity of natural fracturing that is at 
least two times higher than in the surrounding rock (Backblom, 1989). 

The term fracture zone is thus by definition non-genetic and has a relative 
meaning only. The present study, however, is confined to fracture zones that are 
results of localized shear deformation. Such fracture zones are commonly termed 
shear zones, and are sub-planar features with extensions in their own planes that 
are at least two orders of magnitudes larger than their widths. The mode of 
deformation responsible for shear localization may be either brittle or ductile, and 
in most shear zones both modes are represented. This is especially so in rock with 
a long and complicated tectonic history, like the Swedish bedrock. Faults and fault 
zones can be defined as shear zones that exhibit appreciable brittle shear deforma­
tion (fault displacement) localized to one or a few through-going shear planes. 
The mechanical parameters discussed here refer to brittle deformation. Many of 
the fracture zones from which information has been gathered are either faults or 
fault zones. 

2.2 The scaJe problem 

Figure 1 illustrates a fracture zone as it may be conceived when observed in 
different scales. It is important to note that even if the feature, as observed at 
some scale, appears as a single distinct discontinuity, closer examination will 
always reveal that it comprises smaller structural elements. Inversely, if the scale 
were expanded, the fracture zone would be found to be genetically related to 
some larger, lower order structure. 

Similarly to "ordinary" fractures, fracture zones may be considered in conceptually 
different ways in geomechanical analysis. The choice of conceptual representation 
is essentially governed by two factors: 

The scale of the problem to be considered in relation to the scale of the 
fracture zone 

The possibilities to determine the desired properties of the fracture zone 
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Figure 1. A fracture zone and its elements as viewed in different scales. 
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The importance of scale relations become obvious when considering the two 

examples in Figure 2. In general terms, the problem to be analyzed may concern 

either alterations of the system imposed by human activity, or natural processes. 

The figure shows one example of each category, both of direct relevance in a 
nuclear waste disposal context. The stability of the hypothetical fracture zone 

during periods of future glaciation is of concern because of the risk for large shear 

displacements affecting repository integrity. In analyzing this problem, it is clear 

that the fracture zone can be viewed as a single feature, and that its global 

strength properties are of concern. In contrast, the excavation of an access tunnel 

through the same fracture zone holds potential problems in terms of tunnel 
stability. Here, the features of concern are the local fractures and their properties, 

degree of rock alteration etc, while the global characteristics of the fracture zone 

are not important. 

In the case of "man-made" perturbations, it is important to recognize that scale 

relations also govern the extent of mechanical interference between the fracture 
zone and the created structure. This is illustrated in Figure 3 for some examples of 

artificial loading on different scales. As indicated in the upper part of the figure, 

the conditions within the comparably small rock volume disturbed by, for exam­

ple, tunnels of conventional dimensions, may be affected by neighboring fracture 

zones of much larger dimensions (e.g. in terms of stress conditions forming 

boundary conditions to the tunnel problem). The large zone is, however, not 
mechanically affected by the creation of the tunnel, other than perhaps locally if 

the tunnel intersects the zone (see the case in Figure 2). 

Proceeding to cases where the dimensions of the fracture zone are comparable 

with the dimensions of the engineered structure, here exemplified by mines and 

nuclear waste repositories, there may be mechanical interaction between the zone 

and the engineered facility, which must of course be considered in analyzing the 

situation. Thus, mining at depth is often seen to cause changes of stresses acting 

across fault zones, sometimes resulting in fault slip and associated deformations 

that can seriously affect mining. Similarly, the thermomechanical loading of the 

rock mass accompanying heat dissipation from a nuclear waste repository will 

affect large volumes and eventually interact with neighboring fracture zones. Due 



9 

to the small magnitudes of the thermomechanical stresses involved, it is unlikely, 
though possible in principal, that this interaction will alter global stability. 

Finally, applications where fracture zones represent a smaller or much smaller 
scale than the engineering effort as such are uncommon. As indicated in Figure 3 
loadings from large water reservoirs is an example. The loadings on fracture 
zones in the bedrock beneath the reservoir will undoubtly change when the 
reservoir is filled. Whether or not the response of the zones has any effect on the 
reservoir depends on the more exact scale relations as well as other factors. 

GLACIATION 

TUNNELLING 

FRACTURE 
ZONE 

1000 m 

Figure 2. Two different geornechanical problems requiring different representa­
tions of a fracture zone; Global stability of the fracture zone during 
periods of glaciation, and stability of a tunnel being excavated through 
the zone. 
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Figure 3. Four examples of scale relations between fracture zones and engi­
neered structures in rock. L denotes extension of fracture zones, and 
D is the dimension of the engineered structure/problem to be analyzed. 
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2.3.1 

Available models 

Simple stress models 

11 

Major achievements in the study of the mechanics of fracture zones have been 
made by applying simple, analytical models, of which some are limited to stress 
analysis only. This includes, for example, the problem of shear strength and 
potential for reactivation of existing fault zones and its relation to in-situ stress 
conditions. The Mohr-diagram shown in Figure 4 illustrates the fundamental 
concept of frictional strength and effective static stress that is commonly applied 
in such analysis. Basically, the discontinuity is seen as a plane subjected to 
normal -and shear stress components that are readily obtained from the Mohr 
circle of stress, defined by the maximum and minimum effective principal 
stresses, cr1 and a3. Figure 4 refers to a two-dimensional analysis, but the concept 
is easily extended to the three-dimensional case. The discontinuity is assigned a 
Coulomb-type failure criteria, which states that the shear strength is fully deter­
mined by a stress-independent friction angle, possibly with the support from a 
cohesive component that is: 

"Cs = C + an tancp (1) 

where 'ts = shear strength 
C = cohesion 
O'n = effective normal stress 

<I> = friction angle 

Alternatively, the friction is expressed by the coefficient of friction, µ, given by: 

µ = tancp (2) 

Note that the analysis does not consider deformations, and hence the parameters 
involved are those describing stress and strength only. 

In Figure 4, the concept is applied to investigate the problem of reactivation of 
existing structures versus formation of new ruptures by shear failure of the 
"intact" rock. It is assumed that the intact material has a cohesive strength 
component, while the strength of the pre-existing structures is due to frictional 
resistance only. In the example, the given stress state is just sufficient to cause 
shear failure of intact rock in the direction given by the angle ±a. However, prior 
to that, any preexisting structure oriented within the interval ±~1-~2 will have 
been reactivated. The illustration is schematic only, but the concept can be 
extended, and has been extensively applied to study the relations between fault 
stability, in-situ stress regimes, pore water pressure and strength parameters (Ivins 
et al., 1990; Ranalli and Yin, 1990; Sibson, 1985). 
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Figure 4. Example of application of simple stress analysis to study the potential 
for fault reactivation. 
a) Physical situation in the plane containing the maximum and 

minimum principal stresses. 
b) Representation of stress conditions (half-circle) and failure criteria 

for intact rock (upper straight line) and fault (lower straight line) 
in a Mohr-diagram. 

cr 1, cr3 = maximum and minimum effective principal stresses 
±a = angles in which shear failure through intact rock is possible 
±~1, ~ 2 = for the given stresses, preexisting faults oriented within the 

angular section defined by ~1 and ~2 will be reactivated 
crno• -r0 = normal- and shear stresses acting on indicated fault plane. 

The fault will remain stable under the given stress field. 
<j> = friction angle 
c = cohesion of intact rock. 



13 

Simple stress analysis and Mohr-diagrams are also very useful for qualitatively 
understanding stress changes, and potential consequences thereof, related to man­
made disturbances. The case of a water reservoir as was illustrated in Figure 3 is 
one example. Figure 5 shows the principal nature of stress changes associated 
with reservoir filling, fluid injection of faults and quarrying. These are all activi­
ties that have been proven to trigger fault movements, sometimes in the form of 
earthquakes. 

QUARRY 
0"1 HORIZONTAL 
(THRUST) 

.,.. 
ur u, 
w 
a: O"y 

t3 
a: FLUID INJECTION 

<C 
(All FAULT TYPES) 

w 
J: 
u, 

0"3 

O"H 

o-, 

"ORY" RESERVOIR 
o-1 VERTICAL 
(NORMAL) 

"WET" RESERVOIR 
0"1 VERTICAL 
(NORMAL) 

NORMAL STRESS, an 

Figure 5. Mohr-diagram representation of stress changes associated with induced 
fault movements. Thin circle is before - and heavy circle after - load 
change. crH and cry are horizontal and vertical stresses, also assumed to 
be principal stresses. cr 1 and cr3 are arbitrarily oriented principal stress­
es. 

2.3.2 

Upper left: Removal of overburden by quarrying reduces vertical 
stress. 
Lower left: Hydraulic pressurization of a fault plane reduce effective 
normal stresses, cf. section 8.2. 
Right: Reservoir filling that increases vertical stress (upper) and 
reduces effective stress by increasing pore water pressure (lower) 
underneath the reservoir (from Scholz, 1990). 

Models in rock engineering 

In rock engineering applications the general purpose is to quantify rock mass 
deformational response to imposed loadings. This often includes analysis of rock 
behavior both before -and after failure. This requires quantification of both 
loading conditions and deformational properties of the rock mass, and simple 
stress models are obviously no longer sufficient. As indicated in section 2.2, 
fracture zones may have to be considered in conceptually different ways depend­
ing on the relations between the scale of the structure and the problem of concern. 
Figure 6 attempts to summarize commonly used modelling concepts and associat­
ed mechanical key properties. Various combinations of these concepts may also 
be applied. 
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On a global scale, the effects of fracture zones may be accounted for in an 
indirect manner, by weighting the contribution of the fracture zones into averages 
of bedrock properties taken over larger volumes This "equivalent rock mass" 
approach is often relevant in problems related to crustal mechanics, but rarely in 
engineering applications. It is therefore not indicated in Figure 6. 

DISCRETE 
DISCONTINUITY 

A 

Key properties Zone 

Defonnation modulus 

Poisson' s ratio 

Cohesion C 

Friction angle <I> 

Normal stiffness ¾ 
Shear stiffness KS 

B 

FRACTURE 
ZONE 

EQUIVALENT 
ROCK MASS 

C 

Unit 

Host rock Material Bounding 
within zone discont. 

Eo E1 

Do Ul 

Co cl C2 

q>o q>l <!>2 
¾2 
Ks2 

D 

Discont. 
within zone 

C3 

<l>J 

¾3 
Ks3 

Figure 6. Representation of fracture zones in geomechanical models, and associ­
ated key properties. 
A: Discrete discontinuity. 
B: Equivalent rock mass, discontinuities at boundaries 
C: Equivalent rock mass, all-continum 
D: Discrete representation of internal fracturing within zone. 
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When a fracture zone is modelled as a discrete discontinuity. or an array of 
discrete discontinuities, the model concepts available are identical to those used to 
simulate individual joints and fractures. The discontinuity is generally not assigned 
any specific width. This, however, does not preclude normal deformation across 
the discontinuity to be adequately simulated. Initial deformational behavior is 
given by the normal stiffness, ¾• and the shear stiffness, Ks of the discontinuity. 
Strength characteristics and post-failure behavior attributed to the discontinuity 
can be more or less complicated functions of stress or deformation. This topic is 
discussed in more detail in chapter 5. Key properties with respect to shear failure 
are friction angle and cohesion. Shear displacement can alter discontinuity 
surfaces in several ways, e.g. by breakage of cohesive bridges or frictional wear 
of asperities accompanied by formation of granular material. These processes 
affect shear strength, and different strength values may have to be specified to 
represent conditions at onset of loading, at mobilization of maximum shear 
resistance and at residual conditions. Figure 7 shows a simplified shear strength -
shear deformation representation that is commonly used in geomechanical model­
ling. Another important parameter, that is not discussed here, is the dilation, 
which expresses the separation or contraction that the discontinuity surfaces will 
undergo during shear displacement. Dilation is strongly dependent on the level of 
normal stress across the discontinuity. 

The deformation- and strength properties are intended to indirectly account for the 
effects of surface irregularities on a scale much smaller the extension of the 
discontinuity in its own plane. Macroscopically, discontinuities are generally 
simulated as planar features with deformation- and strength properties that do not 
vary over the plane. However, important exceptions exist. One is the assessment 
of the potential for induced, seismic fault slip in connection with deep under­
ground mining, where it has been found crucial to adequately represent true fault 
zone geometry, including undulations on a scale similar to -and smaller than the 
scale of the problem studied. 

If the fracture zone has a significant width in comparison to the problem studied, 
it must be represented as a section of the rock mass, characterized by properties 
that contrast to those of its' surroundings. Boundaries to the host rock mass may 
be assumed to be continuous or defined by discontinuities. To define the internal 
characteristics of the zone, the effects of the constituents - intact rock, fractures, 
granular material etc - must be considered. This may be done either by superim­
posing the contributions of these components and defining bulk parameters of the 
resulting equivalent rock mass, or by discrete representation of the internal 
fracturing. In the former case, important mechanical properties are deformation 
modulus, E, Poisson's ratio, u and strength properties like c and <I> (or others 
depending on strength criteria used). Alternatively, deformability can be expressed 
in terms of¾ and Ks, which are functions of E, u and fracture zone dimensions. 

All these parameters may be stress-dependent. Anisotropic behavior, i.e. different 
properties in different directions, may be simulated. In the case of discrete 
representation of internal fracture network within the zone itself, one set of 
parameters is required to define fracture geometry and mechanical properties and 
another set to specify the intact rock material. 
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SHEAR DISPLACEMENT 

Figure 7 Shear deformation behavior of a discrete discontinuity, commonly 
assumed in rock engineering analysis. Shear deformation is elastic up 
to failure, at which cohesive strength is lost. Post failure behavior is 
ideally-plastic. tp and tr denote peak- and residual shear strength 
respectively. 

2.3.3 Models in structural geology and earthquake analysis 

While simple stress models of the kind described in a previous section are often 
applied in fundamental studies of fracture zones from a structural geological 
viewpoint, analysis of many of the problems posed in this field requires much 
more complex models. These include phenomena such as brittle formation and 
growth of individual discontinuities, and linking of preexisting fractures, i.e. 
localized shear deformation in brittle rock. Presently, fracturing through intact 
rock can not be well simulated by means of the modelling techniques that are well 
established in engineering practice. The more recently evolved concepts and 
theories of fracture mechanics and damage mechanics have, however, found 
extensive application in this field. The present status of development in this area 
may to some extent be characterized as experimental. Some examples of fracture 
patterns that are results of localized shear, and often observed in fracture zones, 
are given in chapter 4. The framework available for mechanical analysis of these 
phenomena will however not be further discussed. 

Earthquake mechanics is another area where complex models have evolved. An 
important issue is the understanding of mechanisms and parameters that govern 
transition from fault slip by stable creep, to the development of stick-slip behavior 
accompanied by seismic energy release. Stick-slip shear deformation may be 
described as the process of accumulation of elastic strain energy due to locally 
enhanced shear resistance of a discontinuity, followed by dynamic, partial or 
complete, release of this energy. Important properties in this process are friction 
and its dependence on magnitude and rate of shear displacement, and stiffness 
parameters of the system. 
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3 SOURCES OF DATA 

3.1 Geological observations 

The long geological history of Swedish bedrock reflects fracture zones character­
ized by a complicated deformational history, including the formation at large 
depths and later brittle deformation resulting from multiple phases of reactivation 
under different stress regimes. Assessment of the these modes and sequences of 
deformation is largely based on interpretation of data from geological observa­
tions. Furthermore, laboratory tests and mathematical models can be used as aids 
to resolve the fundamental mechanisms responsible for the deformation modes 
observed in the field. 

However, besides known deformations, quantitative determination of material 
properties defining strength and deformability requires knowledge about the 
generating stress field. Unfortunately, the stress field and its variation over 
geological time can not be inferred from observations of today's conditions, to the 
same level of accuracy as deformation. There remains, for example, considerable 
uncertainty as regards stress conditions accompanying even recent loading epochs 
such as the latest sequence of glaciation (Leijon and Ljunggren, 1992). As a 
consequence, data on mechanical characteristics of fracture zones, as inferred from 
geological evidence of past deformation phases, tend to be qualitative or at best 
semi-quantitative. 

An obvious alternative to indirect interpretation of past sequences of events is the 
observation of ongoing deformation resulting from currently acting stress fields. 
Thus, seismology has provided insight into fault slip behavior in the dynamic 
range. Parameters that can be determined from seismic data include stress drop, 
radius of the slip surface and slip magnitude (see e.g. Scholz, 1990 for an 
overview). There are, however, important limitations associated with the seismic 
results. Firstly, there are uncertainties in the interpretation procedures as such. 
Secondly, the majority of seismic events recorded in Swedish bedrock occur at 
depths below some 3000 m. This implies stress levels that are poorly known, but 
definitely much higher than those within the uppermost 1000 m, which is approxi­
mately the horizon presently covered by stress measurements. Thirdly, out of the 
total energy released in the process of shear deformation, only the seismic 
component is observable. This component can be related to dynamic stress drop, 
but not to total stress which is one of the key parameters required. In relative 
terms, the stress drop associated with most seismic events in Sweden is at most a 
few percent of the absolute stress level. 

3.2 Sampling, testing and case studies 

The alternative to geological interpretation is direct sampling and/or testing at 
some scale. Determination of strength- and deformational properties should 
preferably refer to a scale that comply with that of the fracture zone and the load 
case considered (cf. Figure 3). This requirement is obviously very difficult to meet 
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in practice, which is the reason for the current shortage of "hard data" on mechan­
ical properties of fracture zones. As for rock mass characterization in general, two 
approaches are available: 

1) Small-scale sampling and testing to determine geometrical distribution and 
properties of the components of fracture zones, i.e. intact rock, fractures, 
fracture filling material etc. Superposition of these component characteris­
tics, possibly in combination with scaling procedures, then yields character­
istics at the desired scale. 

2) Large-scale field observations, either by means of specifically designed 
experiments, in connection with rock engineering efforts involving load 
changes. 

Most data refer to the small-scale approach, i.e. category 1) above. Available 
information include a wealth of laboratory-scale data and a lesser amount of field 
testing data in a scale interval ranging up to at most a few meters. Borehole 
testing is another source of small-scale data. Considerable efforts have been 
devoted to the development of procedures allowing mechanical properties of intact 
rock and fractures to be combined/scaled up such that rock mass characteristics 
can be predicted. Much of this work is empirical and utilizes large-scale observa­
tions to calibrate the procedures. Cunha (ed., 1990) provides a good coverage of 
the current status in this field. 

There are some important drawbacks attached to the "small-scale approach". 
One is that the fundamental mechanisms of deformation as occurring at some 
larger scale may be difficult or impossible to predict, simply because they are not 
observed in the small scale. Another is potential sampling bias. Besides the 
general problem of collecting enough and appropriately distributed samples to 
describe the desired properties and their spatial variation, there are practical 
limitations. Sampling by core drilling is an illustrative example. Cores provide 
good sampling in sections with good rock quality, whereas sections containing 
low-strength material such as clay or fault gouge are typically represented as core 
loss. With respect to fracture zones, the difficulties encountered in sampling and 
testing of poor-quality rock material have serious implications because these 
materials constitute weak links that can have a major impact on overall behavior 
of a zone. 

Case studies involving large-scale observation of fracture zone behavior (i.e. 
producing data of category 2 above) are rare. The main reason is that underground 
facilities, which are otherwise the main sources for collection of information on 
"full-scale" rock behavior, represent a scale that is still too small in the present 
context. Fracture zones are thus not disturbed other than at most locally ( cf. 
Figure 3) and resulting deformations are confined to correspondingly small 
volumes. As indicated earlier, important exceptions are found in the field of 
mining. In some deep mines where high rock stresses prevail, strength properties 
of fault zones are of particular concern because of the potential risk for mining­
induced seismic fault slip - a phenomena that can have serious implications on 
mining safety (e.g. van Aswegen, 1990). In such environments, even rather local 
excavation-related disturbances of the stress field can trigger movements on much 
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larger scales along critically loaded faults. Another rock engineering application 
that requires accurately determined large-scale rock mass properties is design of 
dam foundations. Experience from this field, however, relates primarily to low­
stress (shallow) environments and mostly concern rock mass properties in general, 
rather than focusing on large-scale structures. Water reservoirs, finally, have 
already been mentioned as an engineering activity resulting in very large-scale 
loadings. Observations of fracture zone behavior in that context are however 
confined to seismic data. 

Fracture zones have been extensively investigated within nuclear waste isolation 
programs in a number of countries. Swedish contributions include field investiga­
tions at several study sites (Ahlborn et al., 1991a; 1991b; 1992), detailed charac­
terization of fracture zones at the Finnsjon site and work done within the interna­
tional Stripa Project (Martel, 1992; Olsson, 1992). These investigations have 
embraced a wide spectrum of geological, hydrogeological and geochemical issues, 
and involved characterization of fracture zones by means of surface and borehole 
techniques as well as observations from excavations. No large-scale mechanical 
experiments involving fracture zones have however been conducted in Sweden to 
date. As far as known, the only experiments, aimed specifically at investigating 
mechanical properties of fracture zones by means of observing response to 
controlled stress changes, are those conducted at the URL facility in Canada 
(Martin et al., 1990). 
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4 LOCALIZED SHEAR DEFORMATION IN BRITTLE ROCK 

4.1 Introduction 

From a macroscopic perspective, shear deformation of discontinuities is common­
ly seen simply as sliding along the contact plane between two more or less planar 
surfaces. As indicated earlier, this idealization may be appropriate in many 
applications. However, the formation and development of fracture zones involves 
complex modes of fracturing that characterizes shear localization. These fracturing 
processes and resulting fracture patterns display remarkable similarities at scales 
ranging from millimeters to several kilometers. 

It is self-evident that the geometrical properties of the fracture pattern resulting 
from brittle shear localization will have a large influence on the mechanical 
properties of the fracture zone formed. The existing knowledge in this field has 
largely evolved within the realm of structural geology, and it is felt that it is not 
always fully recognized within the rock mechanics community. Therefore, a few 
but commonly observed modes of primary and secondary fracturing are illustrated 
below, and some useful references are given. 

4.2 Homogeneous material 

Figure 8 shows, in idealized form, structures typically developing in homoge­
neous, brittle material. The material is subjected to shear deformation, concentrat­
ed over the section A-B. Incipient fracturing occurs as extension cracking in the 
direction of the maximum principal stress. Rotational movement in later stages of 
the shearing process may cause propagation of the extension cracks such that they 
form characteristic "integral-shape" fracture surfaces (formation of tension gashes 
in more ductile material is an analogue mechanism). Following the extensional 
cracking is the formation of often prominent shear fractures in en-echelon arrange­
ments with respect to the direction of overall shear deformation. These fractures 
are commonly termed "Riedel-shears", as a result of observations reported by 
Riedel (1929), who conducted shear experiments in clay. Two conjugate sets of 
Riedel shears may be distinguished, termed R1 and R2 respectively. R1 fractures 
are generated first, and associated alterations of the local kinematics and stress 
field initiate R2 fracturing. R2-fractures are less prominent and typically terminate 
at intersections with Ri-fractures. A third category of shear fractures (termed 
P-shears or thrust shears) can under certain conditions develop in a direction as 
indicated in Figure 8. 

Progression of shearing often forms curved fractures that interconnect the already 
existing en-echelon oriented (Riedel and thrust) shear cracks, Figure 9. The result 
is a zone with an anastomosed pattern of undulating structures, inter-layered by 
elongated lenses of relatively undisturbed material. With increasing total shear 
deformation, the amount of rock destruction by abrasive wear increases. Displace­
ments become gradually more concentrated to a reducing number of through­
going shear planes that grow in length and width. Eventually, these shear planes 
develop into one distinct "fault zone". 
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Figure 8. Schematic illustration of basic fracture types generated in homoge­
neous, brittle material subjected to localized shear deformation. 
a) Extension cracks, parallel to the maximum principal stress, form 

within the section subjected to shear (A-B). 
b) Development of Riedel shears (R 1) and conjugate Riedel 

shears (R2). 

c) Development of P-shears. 
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Figure 9. Interconnection of R -and P shears by curved "crack-to-crack" frac­
tures (C) to fonn anastomosing fractures, through-going shear planes 
(D) and shear lenses (after Price and Cosgrove, 1990). 

Figure 10 has been reproduced from Tchalenko (1970) and is a good illustration 
of the fracture patterns typically observed during fonnation of a shear zone 
according to the mechanism described above, i.e. from the onset of Riedel shears 
to fonnation of the first, major shear planes. 

Riedel-type fracturing and resulting fracture zone development as indicated above 
is primarily observed in cases where the location and orientation of localized 
shear defonnation is pre-determined by overall loading conditions, and when the 
material within the section subjected to shear is initially homogeneous. It has been 
extensively studied under laboratory conditions (Riedel, 1929; Tchalenko, 1970), 
in particular with reference to shear deformation in fault gouge (e.g. Chester and 
Logan, 1986; Marone et al., 1990). Field observations have been reported by 
several authors (e.g. Skempton, 1966). Passive development of fracture zones in 
cover rocks as a consequence of strike-slip faulting of underlying basement is 
often referred to as situation that well fits the requirement for Riedel fracturing, 
i.e. initially homogeneous material and externally controlled location of shear 
displacement (Price and Cosgrove, 1990). In old basement rocks, fracture zones 
exhibiting the described fracture patterns appear to be less abundant. This may be 
attributed to i) that these fractures are primary structures that are often obscured 
by different forms of brittle fracturing from subsequent phases of deformation, 
and ii) the often ductile origin of fracture zones in these rocks. However, two 
recent studies, both involving observations of fracture zones from intersecting 
drifts, have revealed primary Riedel shear structures (as well as fracturing attribut­
able to other mechanisms) in granitic environments; One is the "Room 209 
fracture zone" at the URL-facility in Canada (Tannant, 1990) and the other is 
"Zone H" at Stripa (Olsson, 1992). 
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Figure 10. Illustrative example of the development of a shear zone in homoge­
neous material, from the occurrence of the first Riedel-shears (a) to 
development of the first through-going shear planes subparallel to the 
zone (e). The diagram shows qualitatively the corresponding stress­
displacement curve (after Tchalenko, 1970). 
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4.3 Material with preexisting fractures 

It is well recognized that development of localized shear deformation, especially 
faulting, takes advantage of pre-existing fractures that may have been formed by 
completely different mechanisms. This causes fracture patterns that are different 
from those discussed above for the case of homogeneous material. The range of 
combinations of pre-existing fracture geometries, external boundary conditions and 
resulting fracture patterns formed by localized shear is obviously almost infinite. 
The following figures attempt to illustrate, without further explanations in me­
chanical terms, examples of secondary fracturing observed for two simple cases of 
pre-existing fractures. Thus Figure 11 shows fracturing near the edge of a single 
crack parallel to the direction of an applied, simple shear loading. This case is of 
particular importance since it applies to the conditions at the ends of strike-slip 
faults. Figure 12 exemplifies fracturing linking together two right-stepping 
fractures subjected to right-lateral shear loading. 

The above examples of fracturing related to localized shear deformation are given 
without further explanation in terms of stress conditions or mechanisms of 
fracturing, which are topics outside the scope of the present report. The figures 
illustrate, however, that formation of fracture zones are highly path-dependent 
processes, associated with complex local stress perturbations. In principal, the 
mechanisms are governed by three factors: 

The material characteristics (cohesion, friction, brittleness, state of pre­
existing fracturing etc) 

The far-field stress conditions 

The kinematics of the system 

The introduction of continuum fracture mechanics theory and advanced numerical 
modelling techniques have significantly improved the understanding of these 
processes (Atkinson, 1987; Segall and Pollard, 1980; Pollard et al., 1990) and the 
field is under rapid development. 

Existing field studies clearly support the conclusion that whenever fracture zones 
are exposed well enough to allow detailed examination, a certain regularity in 
their internal structure is revealed. The extent to which early-stage fracture 
patterns prevail is of course highly dependent on the age and tectonic history of 
the structure. For example, visual observations of fracture zones intersected by 
drifts at Stripa (Martel, 1992) and URL (Tannant, 1990) have demonstrated a 
number of typical secondary fracturing features, including some of the patterns 
shown in Figures 11 and 12. A more large-scale example is shown in Figure 13; 
Wallace and Morris (1986) investigated in detail a large number of fault zones in 
deep mines in North America. They underlined as general conclusions the 
importance of dense observations from excavations to be able to resolve the 
morphology of fault zones, and that borehole information was insufficient for this 
purpose. The figure shows fault zones and typical secondary structures observed 
in the Coeur d 'Alene mine, Idaho. 
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Figure 11. Examples of secondary fracturing due to stress concentrations at the 
edge of a fracture or fault subjected to right-lateral shear loading. 
Nomenclature according to Price and Cosgrove (1990). 
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Figure 12. Examples of secondary fracturing, interlinking two right-stepping 
fractures subjected to right-lateral shear loading. 
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Figure 13. Vertical section showing fault zones at the Coeur d 'Alene Mine, Idaho. 
Because of the dense network of mine workings (thin dashes) allowing 
observation, it was possible to determine the secondary structures 
within the Mineral Point fault zone. By contrast, note the crude inter­
pretation of the adjacent Polaris- and St. Elmo faults at locations from 
which only borehole data were available (from Wallace and Morris, 
1986). 

The limitations associated with borehole data can also be illustrated with the 
subhorizontal fracture zone, termed Zone 2, at the Finnsjon Site, Figure 14. As 
summarized by Ahlborn and Tiren (1991), this fracture zone has been thoroughly 
investigated by means of a large number of boreholes. Results show that it 
originated from ductile shear deformation at depth, and that it has been repeatedly 
reactivated in the brittle regime, although resulting fracturing has probably not 
been accompanied by any major shear movements. Figure 14 shows a vertical 
profile, indicating the conceptual status of the fracture network composing Zone 2. 
As interpreted, it is a compound fault zone, comprising major, subparallel shear 
planes (faults) arranged in a stepwise pattern and interconnected by secondary 
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fractures of largely extensional origin (cf. Figure 12). It is interesting to note that, 
despite the dense borehole information, the geometrical model of the zone still 
relies partly on general knowledge about secondary fracturing and formation of 
compound fracture zones (notably work by Martel, 1990). 
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Figure 14. Vertical section showing the conceptual model of Fracture Zone 2 at 

Finnsjon. Interpretation is based on comprehensive borehole informa­
tion and shows that major shear planes are interconnected by second­
ary extension -and splay fractures (from Ahlborn and Tiren, 1991). 

In summary, it may be concluded that exploring the fundamentals of localized 
shear deformation in brittle material may not contribute much in terms of quanti­
tative data on mechanical properties of fracture zones. It is, however, important in 
order to develop mechanically realistic conceptual models of fracture zones. It is 
felt that rock mechanic models, as applied for various purposes and involving 
fracture zones, are often developed without sufficient awareness of the fact that i) 
the internal structure of fracture zones may not be "hopelessly" nonsystematic, and 
ii) fracture zones of different orders are often genetically correlated such that 
certain patterns are formed. 
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5 PROPERTIES OF FRACTURE ZONE COMPONENTS 

5.1 Introduction 

As discussed in section 2.2, the "small-scale sampling and testing approach" to 
fracture zone mechanical characterization involves determination of the properties 
of the system components, i.e: 

Intact rock 

Fractures 

Filling material or, more generally defined, components that can neither be 
classified as intact rock, nor as fractures. Examples are soil-like material 
like clay and fault gouge 

Having determined the properties of these components, the next step is to use 
indirect superposition procedure to estimate overall fracture zone mechanical 
characteristics. 

Unfortunately, the degree of knowledge about the mechanical characteristics of 
the three components listed do not comply with their relative influence on fracture 
zone behavior. Thus, the material properties of intact rock are comparably well 
understood. A wealth of literature is available on the topic and it will not be 
discussed here. 

The mechanics of fractures and joints has been subject to intense research over 
the last few decades. An overview of the current status in the field may be 
obtained from Barton and Stephansson (1990). The amount of information 
available on rock joint mechanical behavior is extensive, and the degree of 
understanding of the problem may perhaps be characterized as fair. 

However, increasing problems are encountered when dealing with fractures 
containing thick infillings of material that differs drastically from that of the host 
rock. This is schematically illustrated in Figure 15; most of the data available 
refer to discontinuities characterized by mechanical interaction between the 
discontinuity surfaces. In practice, this means discontinuities that are either 
unfilled, contain only thin fillings of poor-quality material, or are filled with 
competent material such as quartz and calcite. For these conditions, the effects 
of filling material can be indirectly accounted for through properties describing 
friction, joint surface roughness and dilation effects. The fundamental model is 
still that of two contacting surfaces. 

Increased thickness of the filling material, Figure 15b, leads to mixed-mode cases 
where discontinuity behavior is difficult to understand and predict because it is 
governed by both the surface contact mechanism and by the filling material as 
such. If the width of the filling material is further increased in relation to the 
magnitude of the surface asperities, the influence of the rock surfaces will 
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gradually disappear. The behavior of the discontinuity becomes completely 
controlled by the properties of the filling material, Figure 15c, and must be 
assessed on the basis of concepts and principles borrowed from soil mechanics. 

Below, properties of unfilled joints (or, more correctly, joints characterized by 
rock surface interaction) and methods available for scaling these properties to 
similar discontinuities of larger dimensions are discussed in general terms. 
Properties of common filling materials are briefly considered in section 5.3. 
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C 

Figure 15. Categories of discontinuity behavior with respect to thickness of filling 
material. 
a) Little or no filling. Mechanical behavior governed by contact 

between rock surfaces. 
b) Thickness of filling is comparable to surface asperity magnitudes. 

Mechanical behavior governed by complex interaction of rock 
surf ace contacts and filling material. 

c) Thickness of filling is much larger than surface asperity magni­
tudes. Mechanical behavior governed entirely by properties of the 
filling substance. 
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5.2.1 

Properties of rock joints 

Shear deformation 
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The shear deformational behavior of rock joints is complex and depends on the 
frictional- and topographic characteristics (extent and geometry of asperities) of 
the joint surfaces, the strength of the rock material forming the surface asperities, 
and on the effective normal stress acting across the joint plane. Figure 16 shows 
shear displacement versus shear stress for a typical rock joint subjected to a 
constant normal stress. The curve can be separated into a pre-peak part and a 
post-peak part. Important parameters are: 

'tp 

'tr 
()p 

KS 

= 
= 
= 

= 

-V) 
V) 
I.L..J 

peak shear strength 
residual shear strength 
peak shear displacement ( or more correctly, displacement at 
mobilization of peak shear strength) 
shear stiffness. This parameter refers to the pre-peak stage and is 
defined as the slope of the stress-displacement curve. It is com-
monly approximated by the slope of the straight line as given in 
Figure 16. 
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Figure 16. Shear stress versus shear displacement for a rock joint subjected to 
shear under constant normal stress. 
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The shear strength of joints can be described with the previously introduced 
Coulomb type relationship: 

where = 
= 
= 
= 

shear strength 
cohesion or "inherent strength" of the joint 
effective normal stress 
apparent friction angle 

The cohesive component is zero for open joints. The apparent friction angle 
describes the total, nonnal stress dependent shear resistance and may thus involve 
contributions from both "true" surface friction and effects related to surface 
roughness. Figure 17 shows typical envelopes for peak shear strength and residual 
shear strength as a function of applied nonnal stress, for the case of zero cohe­
sion. The residual strength is usually a near-linear function of the nonnal stress, 
which allows the definition of a stress independent residual friction angle, <l>r- The 
peak strength envelope is typically curved for low and intennediate stress levels. 
The curvature reflects stress dependency in mode in which surface roughness 
influence on the shearing process. At low nonnal stress, asperities tend to override 
each other, causing separation (dilation) of the joint surfaces. Higher nonnal stress 
increases the amount of asperity damage during shearing. Very high nonnal stress 
precludes dilation and the asperities are completely sheared off. 
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Figure 17. Typical envelopes for peak shear strength and residual shear strength 
of a rock joint as a function of effective normal stress. 
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Joint shear behavior is of major concern in rock engineering and a large amount 
of theoretical and experimental research has been devoted to the topic. Most of 
the work deals with strength characteristics and post-peak behavior. Among the 
many contributions published, those by Patton (1966) and Ladanyi and 
Archambault (1969) can be noted since they have found considerable practical 
application. Patton presented a bi-linear relationship that accounts for asperity 
effects at low· normal stresses. Ladanyi and Archambault developed a non-linear 
empirical relationship for shear strength that also considered shearing through 
asperities. 

The most widely adopted procedure to determine joint shear behavior is the set of 
relationships developed by Dr Nick Barton and co-workers. This system is 
empirical, and from originally focussing on estimation of joint shear characteris­
tics (Barton and Choubey, 1977), it has been gradually expanded and refined to 
now include schemes for assessment of complete joint mechanical behavior and 
joint water conductivity (Barton and Bandis 1982; Bandis et al., 1983; Barton et 
al., 1985; Barton, 1990). Factors contributing to the popularity of this system in 
engineering practice include its capability to provide realistic estimates of a suite 
of important joint parameters on the basis of simple index tests, and the fact that 
it is comparably well supported by experimental results. An additional feature that 
is important in the present context is that it explicitly suggests means to, at least 
approximately, handle the problem of scale dependency of joint mechanical 
behavior. Below, the most important components in describing joint shear behav­
ior and its scale dependency, according to Barton, will be summarized. It should 
be noted that the summary does not contain enough detailed information to 
actually apply the system - this requires the indicated references to be consulted. 

The fundamental "input" parameters of Bartons system are: 

JCS = 
JRC = 

The residual friction angle of smoothed joint surface (dry condi­
tions) 
Joint wall compressive strength 
Joint roughness coefficient 

For clean, unweathered joints, the residual friction angle is equal to the basic 
friction angle, <l>t,. The latter parameter can be determined from simple tilt tests on 
core specimens. Reasonably accurate estimates can also be made on the basis of 
data from shear tests available from the literature. Estimation is facilitated by the 
fact that the parameter shows moderate variation, and generally falls within the 
interval 25-35°. For weathered or altered joints, empirical correction factors can 
be applied to derive <l>r from values of <l>t,. 

JCS, the compressive strength of the material constituting the joint walls, can be 
determined by means of Schmidt hammer rebound tests. For perfectly clean joint 
surfaces, JCS is equal to the compressive strength of the surrounding rock 
material. Weathering or alteration of the joint surfaces will however drastically 



34 

decrease the value of JCS. For calcite- or mica coated joint smfaces typical in 
crystalline rocks, JCS is typically a factor of 2-4 less than the compressive 
strength of the intact rock. 

JRC, finally, is a dimensionless parameter to account for the degree of roughness 
of the joint surfaces. Values of JRC ranges between 0-20. This parameter can also 
be estimated from tilt tests of core specimens or blocks containing samples of the 
joints under investigation. Graphical guides, relating joint surface appearance to 
JRC-value, are also available and can serve to verify estimates. 

Having determined these three basic parameters, the peak shear strength of the 
joint is given by the relationship: 

(3) 

Equation (3) suggests that there are two components of shear strength - a basic 
frictional component given by <1>r and a roughness component, i, given by: 

(4) 

The roughness component, in tum, decomposes into a geometrical component 
represented by JRC and an asperity failure component controlled by the ratio 
JCS/crn. The equation also suggests a stress dependency such that the contribution 
of the roughness component to the shear resistance decreases with increasing 
confining stress (i = 0 for crn = JCS). Since the stress level increases with depth, 
this implies that roughness effects contribute significantly to the shear resistance 
of joints at shallow depth. This applies, for example, to conditions in slopes and 
shallow tunnels. At great depth, shear resistance is controlled by the friction of the 
material itself. 

Equation (3) refers to the peak shear strength. Considering the contributions to the 
shear resistance provided by the different components as a function of shear 
displacement, it is found that initial pre-peak deformation is controlled by material 
friction. The geometrical roughness component is then gradually mobilized to 
reach its maximum at peak strength. This process is accompanied by dilation, and 
as indicated its significance is highly normal stress dependent. In the post-peak 
phase, asperities are gradually destroyed and residual conditions dominated 
friction are reached. It follows that the material parameter JRC is only partly 
mobilized in the pre-peak range, and actually changes its value (decreases) in the 
post-peak range because the joint surface is smoothed. 
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5.2.2 Scale considerations 

Shear strength 

Laboratory testing of samples containing natural or artificial joints forms the 
experimental basis on which Barton and his co-workers developed their system. 
The experimental results thus refer to a scale interval up to a few tens of centime­
ters, in terms of length of joints investigated. By investigating scale dependency 
within this laboratory scale interval, however, they obtained some fundamentally 
important results. By combining these results with data available from field tests 
and back-calculations, referring to much larger scales, a set of empirical relations 
were devised that are commonly used to predict scale effects of joint mechanical 
behavior. 

It is important to observe that small-scale sampling of a (larger scale) joint 
introduces apparent scale effects, even if the scale of sampling is large enough to 
provide representation of all features controlling joint behavior. This means that 
increasing the scale does not introduce any larger scale joint features, but may still 
alter joint behavior. This form of sampling bias should be distinguished from scale 
effects that are attributable to features such as large scale joint undulations, which 
remain undetected unless observations are made on a correspondingly large scale. 
The effects of sampling scale are qualitatively illustrated in Figure 18. The four 
curves show shear displacement - shear stress diagrams representing testing of 
samples taken from the same joint, but with successively increased base length of 
the surfaces being sheared. 

(/) 
(/) 

OJ 
L.. ..... 
(/) 

L.. 
C'O 
(1) 

.c. 
en 

1 

shear 
displacement 

1888888 
2BBB 
3E::::JEJ 

basic 
frictional 
com onent 

total 
frictional 
resistance 

Figure 18. Influence of sampling scale on shear strength. The four curves repre­
sent testing of samples of different size, all taken from the same joint. 
Contributions to the shear strength by different components (geometri­
cal, asperity failure and basic friction) are also indicated (after Barton 
and Bandis, 1981). 
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It is obvious from the figure that the difference between peak strength (curve 
peak) and residual strength (curve asymptote) decreases with increased base 
length. This means that the roughness component of eq. (3) decreases which 
implies that the properties JRC and/or JCS must reduce with increased scale. A 
reduction of the geometrical component (JRC) can be envisaged, since dilation in 
the small-scale case will be governed by small but steep asperities, while shear 
displacement of larger surlaces will follow larger, low-angle asperities. The 
asperity failure component (JCS) also decreases with increasing scale, which is an 
effect analogous to the decrease in uniaxial compressive strength with scale 
observed for intact rock specimens. Approximate empirical relations describing 
the scale dependency of JRC and JCS are given by: 

and 

[ 
L i-0.02JRC0 

JRC ~ JRC0 __!! 
n L 0 

[ 
L i-0.03 JRC0 

JCS ~JCS0 2 
n L 

0 

(5) 

(6) 

where JRCn and JCSn are the parameter values in "full scale", and JRC0 and JCS0 
the corresponding values obtained from laboratory size specimens. ½i denotes the 
length of the joint at "full scale". Ln is generally synonymous to the natural block 
size of the rock mass considered. L0, finally, is the joint length of the laboratory 
size specimen (nominal 0.1 m). 

These relationships are visualized in normalized form in Figures 19 and 20. It is 
seen that both JRC and JCS drop initially, but that values stabilize reasonably well 
for ratios of Ln/Lo less than about 10, at least for smooth and moderately rough 
joints (JRC0 less than about 10). In absolute numbers, this suggests that most of 
the scale effects in these parameters occur in the scale interval of less than about 
1 m. 

It should be emphasized again that the scaling procedures discussed above do not 
account for contributions to the shear resistance resulting from possible undulation 
on a scale larger than the natural block size. Denoting this contribution i', the net 
apparent friction angle at "full scale" becomes: 

(7) 
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Figure 19. Empirical relationship for scaling JRC-values on the basis of block 
size (from Barton, 1990). 
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Another important result drawn from Figure 18 is that scale dependency essential­
ly affects the roughness component of the shear strength, i.e. the component 
governed by JRC and JCS, cf. eq. ( 4). The residual friction angle, manifested by 
the residual shear strength, shows little or no variation. In fact, this result appears 
to hold within wide ranges of geometric scale and stress level. Furthermore, as 
indicated earlier, the roughness component decreases rapidly with increasing 
normal stress. The conclusion is, therefore, that scale dependency in discontinuity 
shear strength is much less pronounced at high stress levels (large depths) than 
low stress levels (small depths). 

A third observation that can be made from Figure 18 is that the shear displace­
ment required to mobilize peak shear strength increases with the size of the block 
sheared. Analysis of data available produces the approximate relationship: 

a = -.!::_ [JRC] o.33 

P 500 L 
(8) 

where 8P is the shear displacement at peak shear strength and Lis the length, in 
meters, of the discontinuity (block size). Figure 21 shows the data used to derive 
this relationship in relative form, i.e. the ratio 8P'/L plotted as a function of L. 
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Figure 21. Relative shear displacement versus length of block sheared. Experi­
mental data (upper left) refers to peak shear displacement during 
loading. Earthquake fault displacements refer to unloading (from 
Barton, 1990; earthquake data originally from Nur, 1974). 
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The data fall into two mutually rather different groups. One contains results 
from experiments in meter-scale or less and at low normal stress (generally 
less than 5 MPa). The features tested are model- and rock joints and clay­
bearing discontinuities. The other is data from surface observations of fault 
displacements in connection with major earth quakes, thus representing high 
normal stress levels. The figure clearly demonstrates the almost complete 
absence of data referring to the scale interval in between these two groups, 
i.e. roughly the interval 10 m <L< 10 km. 

The introduction of data from earthquake displacements together with data from 
controlled experiments may be questioned. The experiments represent complete 
loading sequences up to failure. Earthquake slip, however, is the result of rapid 
release of a probable small fraction of the unknown, total shear stress accumulated 
across the fault. This partial unloading is heavily influenced by parameters such as 
system stiffness and dynamic friction. Thus, the experimental loading does not 
seem to be comparable to the earthquake mechanism. 

Shear stiffness 

The pre-peak portion of the shear stress - shear displacement curve can be more 
or less nonlinear, implying corresponding variation of shear stiffness. Both linear 
approximations (constant shear stiffness) and hyperbolic functions have been 
proposed. The assumption of constant shear stiffness is justified in most applica­
tions. A more important effect, which follows from the scale effects discussed 
above, is that Ks decreases considerably with scale. The presented relationships 
describing peak shear strength and peak shear displacement can be used to 
estimate peak shear stiffness. Approximating Ks with the slope of the straight line 
according to Figure 16, the following relationship is obtained: 

(9) 

Combining equations (3), (8) and (9), yields: 

(10) 

Measured values of joint shear stiffness, as reported in the literature, are shown as 
a function of block size in Figure 22. Without going into detail, the large variation 
in this parameter may be noted. 
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Figure 22. Measured values of shear stiffness of discontinuities as reported in the 
literature. Lines indicating different normal stress levels have been 
established on the basis of laboratory values and extrapolated to larger 
scales (from Barton, 1990). 

It should be recalled, finally, that the system for joint shear characterization 
developed by Barton applies only to discrete discontinuities with surfaces in 
mechanical interaction with each other. It is not applicable to structures containing 
weaker filling material of thickness enough to completely isolate the discontinuity 
surf aces from the shearing process. Furthermore, several aspects of the system 
may be (and have been) criticized, and a number of alternative approaches have 
been suggested. Careful assessment of the validity of the equations and procedures 
must thus be exercised in each particular case. The system is, however, unique in 
that i) it is well supported by experimental data, including engineering applica­
tions; ii) it allows the necessary characteristics to be predicted on the basis of 
simple, small-scale properties that can actually be determined in practice, and iii) 
it suggests explicit and realistic means for scaling of joint shear properties. The 
relevance of these scaling procedures in predicting properties of fracture zone will 
be discussed in a subsequent chapter. 
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5 .2.3 Normal deformation 

Normal deformation of rock joints generally contribute a major part of the bulk 
deformability of jointed rock masses. Joint deformation is also responsible for 
most of the stress dependency in rock mass deformability that is often observed. 
The effect of the joints decreases with increasing stress, and at high confinement 
the rock mass deformability approaches that of the intact rock. 

Figure 23 shows a typical normal stress - normal closure behavior recorded when 
testing rock joints under laboratory conditions. It is seen that normal closure 
response is strongly non-linear, at least for low normal stresses. Closure rate is 
initially very high, but decreases gradually to approach zero if and when the joint 
becomes completely closed. The normal stiffness, K11' is defined as the slope of 
the stress-closure curve and is thus stress-dependent. It becomes undefined (goes 
to infinity) when complete joint closure, V m• is approached. Despite the overall 
non-linearity, stress-independent normal stiffness values are often assumed in 
calculations. Unloading reveals hysteresis effects, that decrease at repeated loading 
but rarely disappear completely. Both the total closure upon loading and the 
degree of permanent deformation is strongly dependent on the degree of interlock­
ing between the joint surfaces. Not unexpectedly, joints with mismatched surfaces 
show significantly larger total closure. 
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Figure 23. Typical normal stress - normal closure curve obtained from laboratory 
testing of rock joints. 
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A number of procedures have been suggested to predict joint normal closure 
behavior. These include methods for geometrical characterization of joint surface 
topography, followed by predictions based on explicit mechanical models (e.g. 
Swan, 1983; Tsang and Witherspoon, 1983; Gerrard, 1985). Much of the work has 
been done in order to establish fluid flow behavior of fractures, which is strongly 
dependent on normal deformation characteristics. 

Empirical approaches have also been adopted. These have so far produced the 
results found most applicable in practice, taking factors like input data require­
ments and resemblance of experimental data into account. The most commonly 
applied normal closure functions are hyperbolic relationships developed by 
Goodman (1974; 1976) and Bandis et al. (1983). Here the presentation is restrict­
ed to a number of empirical relations suggested by Bandis et al. (1983) that allow 
prediction of the complete stress-closure curve for an interlocked joint. Similarly 
to the shear strength relations discussed above, these equations are based on the 
JCS and JRC parameters. Thus, according to Bandis et al., the initial aperture, aj, 
is approximately given by: 

a. = JRC (o.2 ~ - 0.1) 
1 5 JCS 

(11) 

where <>c denotes the uniaxial compressive strength of the rock. Furthermore, the 
initial normal stiffness, ¾i can be obtained from: 

Kn; = -7,15 + l.15JRC + 0,02 ( J~Sl (12) 

The maximum closure, V m• depends on JRC, JCS and the initial aperture; the 
empirical function expressing the effects of all three variables is: 

V., = A + B·JRC + c(J~Sr 

where A, B, C and D are constants determined to: 

A= -0.1032 
B = -0.0074 
C = 1.135 
D = -0.251 

(13) 

Finally, the joint normal stiffness, K11' at any given normal stress level, crn is given 
by the equation: 
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(14) 

The above equations are given (without further discussion of their background) 
because they will prove applicable in the prediction of the rock mass modulus, as 
discussed in chapter 6. 

As opposed to shear deformation, joint normal deformation does not show any 
significant scale dependency, provided that observations are made on a scale large 
enough to allow adequate representation of surface roughness. This conclusion 
becomes obvious, if one considers that "scale" in this case refers to the in-plane 
dimensions of the joint (i.e. joint trace length or joint radius) only, and not to 
discontinuity width. Increased width of a discontinuity will certainly affect normal 
stiffness. 

5.3 Properties of filling material 

Filling materials found in rock discontinuities are substances representing a variety 
of genetic histories, mineralogic compositions, grain size distributions etc. Me­
chanically this wide variety of materials may have little in common, except that 
they are "weaker" and "softer" than the surrounding rock. Cataclastic material, 
ranging in grain size from breccia to clay-rich fault gouge, constitute one broad 
group of filling material. Products of various forms of alteration may be defined 
as another and even more diverse category. 

Data on the mechanical characteristics of filling materials that are too poorly 
consolidated to be termed rocks can be drawn from essentially two fields. From 
soil mechanics, comprehensive knowledge is available on the behavior of granular 
and low-cohesion materials in the low-stress range, up to at most a few MPa. The 
other area is earthquake-related research where various filling materials, in 
particular clay-rich fault gouges, have been extensively studied. Here, the stress 
regime of interest is in the very high range, typically 100 MPa or more. 

To some extent, the gap between soil mechanics data (low stress) and data from 
earthquake related work (very high stress) can be supplemented with observations 
from mines. Some results of interest from Swedish mines are summarized in 
section 5.4. 

Given the diversity and complicated behavior of soil-like filling materials, a 
comprehensive treatment of their mechanical characteristics falls far outside the 
scope of the present study. A brief description of shear strength characteristics 
under low and high confining stress conditions will however be given. 
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5.3.1 Low confining stress 

The shear resistance soil-like filling materials is contributed by complicated 
interaction of several factors including: 

mineralogy 
particle size distribution 
loading history 
water situation (pore water pressure, water content and sometimes water 
composition) 
loading rate 

The influence of mineralogy is evidenced by data on residual friction angles for 
pure minerals, as given in Table I. 

Figure 24 shows ranges of residual friction angles as a function of clay fraction 
for a variety of soil materials. In the absence of a clay fraction, i.e. in sands and 
silts, friction angles are similar to those of quartz, feldspar and calcite. Friction 
angles for more coarse-grained aggregates like gravel are similar or higher. At 
very high clay fraction percentages, friction angles approach those of minerals 
such as chlorite, talc and biotite. 

Table I. Ranges of residual friction angles for groups of minerals at effective 
stresses less than I :MPa (after Barton, 1980). 

Minerals Res. friction angle (deg) 

Quartz, feldspar, calcite 

Mica, hydrous-mica, illite 

Montmorillonitic minerals 
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Figure 24. Residual friction angle as a function of clay fraction (after Barton 
1980). 
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More coarse grained filling materials show small differences between peak- and 
residual friction angles, but in overconsolidated clay fillings this difference can 
amount to 10° or more. The majority of cataclastic filling materials can be 
assumed to be deformed to residual conditions. Materials in discontinuities that 
have been healed by secondary alteration processes are however obviously 
undisturbed. 

Filling materials that have been deformed to residual states exhibit insignificant 
cohesion. For soil-like materials, cohesive strength can generally be ignored even 
under undisturbed conditions since the cohesion does not exceed 1 MPa. More 
competent filling substances like chlorite, biotite and calcite can exhibit undis­
turbed cohesion values of a few MPa. 

Table 2 shows data from the civil engineering literature on shear strength proper­
ties of filled discontinuities, as obtained from in-situ shear tests. Most of the data 
are reproduced from a summary given by Barton (1980); results presented by 
Infanti and Kanji (1978) have been included. In-situ shear tests involve block 
sizes up to a few meters and low normal stress levels. For the cases tabulated, it 
may be assumed that the discontinuity shear strength is governed by the properties 
of the filling material, with little or no contribution from rock surface asperities 
(cf. Figure 15c). The results verify low cohesion and large scatter in friction 
angles, though with a clear tendency to low friction for cases with high clay 
content of the filling material. 

Table 2. Shear strength characteristics as obtained from in-situ shear tests of 
filled discontinuities. 

Rock Filling Eff. normal Cohesion Friction angle (deg) 
stress (MPa) (MPa) peak residual 

Chalk bentonite clay, 8 cm 0.02 8 
(mostly montmorillonite) 0.14-0.33 0.02 12 

Greywacke 1-2 mm clay in bedding plane 0-2.5 21 

Granite clay filled faults 0.1-1 0.1 24-45 

Limestone 6 cm clay layer 0.8-2.5 13 

Basalt clayey breccia, wide variation 0-2.5 0.2 42 
from clay to basalt content 

Granite tectonic shear zone, schistose 0.4-0.7 0.3 45 
and broken granite, disinte-
grated rock and gouge 

Schistose rock completely separated by 0.2-0.4 0.4 31 
quartzite clay 

Schists 10-15 cm clay filling 0.3-1.2 0.1 32 

Quartzites and 10-25 cm clay and altered 0-0.7 0 32 
siliceous schists rock filling 

Basalt weathered basalt, clay-silt- 0-2.0 0 20-35 
sand in variable proportions 
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5.3.2 High confining stress 

The mechanical behavior of fault gouge at high confining stresses has been 
investigated in considerable detail by laboratory experiments (e.g. Marone et al., 
1990; Rutter and Maddock, 1992). The background to this research is the major 
influence that gouge properties exert on overall fault shear behavior, especially the 
transitions from stable creep deformation to the stick-slip behavior resulting in 
earthquakes. In order to comply with in-situ conditions in active fault zones, 
laboratory investigations of fault gouge mechanics primarily refer to the very-high 
stress range, typically confining stresses of 50 MPa or more. 

Figure 25 shows typical shear stress - shear displacement curves obtained at 
different levels of effective normal stress. Note that the plastic component of shear 
deformation is associated with strain hardening that increases with normal stress. 
This behavior is not observed in tests at low normal stress. The strain hardening 
effect has fundamentally important implications in that it promotes accumulation 
of strain energy in the surrounding rock, which is one prerequisite for transition 
from stable shear (creep) to unstable, dynamic shear (stick-slip deformation). 

Friction angles determined from tests of fault gouges at high stresses vary within 
the approximate range 15-35°. Dependency on mineral composition and grain size 
distribution is less pronounced, and much less consistent, than at low stresses. 
Other parameters, however, add further complications to the frictional behavior. 
The strain-hardening effect, as illustrated in Figure 25, will obviously result in 
increase of the apparent friction angle with shear displacement. Figure 26 shows 
an example of friction angle/coefficient of friction of clay fault gouge as a 
function of shear strain and confining pressure. The figure also illustrates the very 
large influence that the degree of saturation has in the case of clay-rich fault 
gouges. The frictional characteristics have also been found to be dependent in a 
complex manner on shear velocity, which has important implications as to the 
nature of shear movement. Velocity weakening of fault zone material can explain 
repeated stick-slip type fault movements that are often observed (Scholz, 1990). 

In summary, it appears that laboratory testing of soil-like filling materials have 
produced scattered data, as would be expected given the diversity of the materials. 
Crude relationships may be established between strength properties and parameters 
like grain size distribution and mineralogical compositions. However, the degree 
of saturation and the rate of displacement also have a large influence, especially 
when clay fractions are present. Friction angles are higher at high stresses, but 
scatter is still considerable. Strain hardening effects and displacement rate depen­
dency observed under high stresses (conditions resembling faults) have important 
consequences with respect to the mode of shear deformation. Materials like clay­
rich fault gouge that intuitively are ascribed very plastic behavior can, under these 
conditions, exhibit brittle characteristics promoting stick-slip shear movement. 
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5.4 Properties of weak contact zones in mines 

Alteration at the boundaries between ore bodies and their host rocks commonly 
forms contact zones with poor-quality rock. The dimensions and characteristics of 
these zones can vary widely, but they invariably have major implications on local 
mine stability. As a consequence, assessment of their deformational- and strength 
properties is often required as input to rock mechanics analysis related to mine 
planning. 

Altered contact zones are found in several of the Swedish sulphide ore mines. 
This includes, among others, the mines within the Skellefte district in northern 
Sweden and the Zinkgruvan Mine in the central part of the country. Rock types 
typically encountered in the contact zones include chlorite- and biotite schists, 
skarn and sericite quartzites. Highly variable degrees of alteration yield strength 
properties ranging down to values comparable to those of overconsolidated clay. 
These mines have been subject to a long sequence of rock mechanics research 
effort, focussing development of the means to predict and solve potential stability 
problems. Among other things, this work has produced a reasonably well verified 
set of data on the geomechanical properties of rock units present in the mines, 
including the altered contact zone. 

The data from the mines are of interest in the present context because they refer 
to in-situ conditions, and because the rocks found in the contact zones bear 
similarities with alteration products often encountered in fracture zones. Further­
more, the depths (down to about 800 m) and in-situ stress levels (roughly 10-40 
MPa) represented by the mines are similar to those discussed in connection with 
waste disposal. 

Kristineberg Mine 

Tables 3 and 4 shows data from a recent investigation at the Kristineberg Mine, 
within the Skellefte ore district (Board et al., 1992; Rosengren et al., 1992). 
Figure 27 indicates the mine geology. The ore deposit is situated in a sericitic 
quartzite which ranges is competence from sound to highly altered. Immediately 
bounding the orebody are highly altered, talcy chlorite schists. As indicated by the 
Q-index values given in Table 3, these materials are very weak and friable. 
Diamond drilling through the schists yields little or no core recovery. 

The values of compressive strength and Young' s modulus reported in Table 3 are 
approximate ranges obtained from testing rock samples using conventional 
methods. Hence, they refer to the sample-scale and not to the rock mass scale. 
Furthermore, a bias may be suspected, such that the lower tail of the true distribu­
tion is not represented because the rock is too poor to allow sampling of the most 

low-strength sections. A reasonable interpretation would be to consider the lower 
bounds of the intervals given in the table as upper bound estimates of the corre­
sponding properties on the rock mass scale. This indicate a rock mass deformation 
modulus of 10 GPa or less. 
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The values presented for friction angle and cohesion are estimates of "excavation­
scale" properties at stress levels of the order of 10 MPa. They were obtained 
using rock mass classification combined with empirical procedures that, though 
approximate, are well established in engineering practices. The large intervals 
given for the friction angle illustrates well the difficulties encountered in this 
prediction process, despite good access to direct field observations. This is due 
both to the inherent uncertainty in procedures used when applied to poor-quality 
rock masses, and to the observed large variability in appearance of the rock units. 
Applying the same procedures to rock masses of better quality yields much more 
accurate estimates. 
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Figure 27. Schematic, vertical cross section showing the local geology at the 
Kristineberg Mine (from Nystrom and Board, 1991). 

Table 3. Estimates of mechanical properties of weak rocks at the Kristine berg 
Mine (after Nystrom and Board, 1991). 

Unit Rating, Compressive Young's Friction angle Cohesion (MPa) 
Q-value strength, ac Modulus, E <I> = peak C = peak p • p • 

(:MPa) (GPa) <l>r = residual er = residual 

Chlorite schist very poor to poor 20-60 10-20 <l>p = 19-25 cP = 2.5-3.0 
0.5<Q<5 <l>r = 5-7 Cr = 0.5-1.4 

Sericite quartz- very poor 10-80 10-25 <l>p = 20-34 cP = 3.5-5.0 
ite 0.l<Q<l <l>r = 5-17 Cr = 1.0-3.0 

Clay-bearing zero(?) low 
interface 
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Table 4 shows best-fit strength values that emerged from a comprehensive 
sequence of modelling of stope behavior, calibrated against visual observations 
and field measurements. They are, in other words, the best averages that can be 
deduced from back-calculation of actual excavation behavior. A Mohr-Coulomb 
strength criterion (constant friction angle) was assumed. It is seen that to repro­
duce observed behavior, rather low values had to be assigned to the friction 
angles of the contact zones. 

Table 4. Best fit, Mohr-Coulomb strength property estimates obtained by back­
calculation of actual excavation behavior, Kristineberg Mine (from 
Board et al., 1992). 

Unit Friction angle ( deg) Cohesion (MPa) 

Footwall schist 9 1.5 

Hangingwall schist 19 2.5 

Interfaces 9 0 

Nasliden Mine 

The Nasliden Mine, also located within the Skellefte district, has been subject to 
several rock mechanics investigations of which the contribution by Borg (1983) is 
the most comprehensive. In comparison to the Kristineberg mine rock conditions 
at Nasliden are much better. However, within parts of the mine a relatively 
homogeneous chlorite schist occurs that is probably mechanically comparable to 
chlorites typically found as fracture fillings in granitic rocks. 

Core data revealed the following specimen-scale properties for the chlorite schist: 

Compressive strength: 
Young's modulus: 
RQD: 

Average 70 MPa, large variation 
Average 40 GPa 
Average 30 (poor rock) 

Full-scale values were obtained by back-calculation of mine behavior in combina­
tion with field measurements. Properties determined included: 

Young's modulus: 
Residual friction angle: 

10 GPa 
20° 

The full-scale estimate of Young's modulus is fairly well supported by measure­
ment data, and refers to approximate stress levels of 20-50 MPa. The value of the 
friction angle probably represents an upper limit. Later failure observations 
indicate friction angles of at most 20°. 
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Zinkgru van Mine 

Most rock units encountered in this mine are very competent and are thus of little 
interest here. The exceptions are occurrences of biotite layers sometimes forming 
a weak contact zone of variable thickness on the footwall side of the ore body. 
Specimen-scale properties of the biotite have not been determined. Stress condi­
tions are however well known, and from numerical simulations of observed 
failures Sjoberg (1992) concluded the following full-scale strength parameters for 
the biotite: 

Friction angle: 15° 
Cohesion: 2 :MPa 

Viewed together, the investigations at the Kristineberg, Nasliden and Zinkgruvan 
mines have produced surprisingly consistent mechanical data for low-strength, 
low-friction rocks that are common components in faults and fracture zones. The 
data refer to the "excavation-scale" i.e. meters and tens of meters. 
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6 ESTIMATING DEFORMABILITY FROM BOREHOLE DATA 

6.1 Introduction 

Due to the importance of scale effects in many rock engineering situations, 
empirical scaling procedures have been developed that aim at converting proper­
ties observed on core samples to corresponding properties on some larger scale. 
Procedures for scaling some of the properties controlling shear deformation were 
indicated in section 5.2.2. In addition, a number of empirical methods for the 
prediction of rock mass deformation modulus on the basis of small-scale data 
have been developed. These methods are oriented towards practical application 
and based on input parameters that can be obtained from core logging and 
relatively simple laboratory tests. As would be expected, the accuracy of the 
predictions that can be made improves with the quality of the rock mass investi­
gated. The full scale data required to verify the various empirical relationships 
have been obtained from observations of deformation induced around excavations, 
or by specifically designed field tests such as tunnel jacking- or plate bearing 
tests. This means that the data refer approximately to the 10 m scale. 

The in-situ deformability can be expressed by the rock mass deformation 
modulus. In cases when a fracture zone is considered as an "equivalent rock 
mass", cf. Figure 6, this parameter defines (although not completely) the deform­
ability of the zone. The applicability of empirical methods for estimating rock 
mass deformation modulus is well verified for rock masses of "ordinary" quality, 
but indeed not for rock masses of the kind typically found in fracture zones. 
Below, some commonly used procedures will therefore be reviewed, and their 
potential in the present context is tested by tentative application to three well 
documented fracture zones: 

"Fracture zone 2" at the Finnsjon site 
"Eastern regional zone" at the Fjallveden site 
"Fracture zone 3" at the Kamlunge site 

These sites have all been subject to investigation within SKB's Study site investi­
gation program, and cores from boreholes penetrating the fracture zones are 
available. Fracture zone 2 at Finnsjon is gently fractured and, when viewed by 
rock engineering standards, would rank as a fair or good quality rock mass. The 
Eastern regional zone at Fjallveden and Zone 3 at Kamlunge are both more 
intensely fractured and contrast more distinctly to their surroundings. 

6.2 Methods 

Because of the presence of discontinuities, the rock mass deformation modulus, 
~. is always lower than the deformation modulus of intact core specimens, Ei. 
The simplest method available for estimating Em using borehole data requires two 
input parameters only - the modulus of intact core samples, determined by 
conventional laboratory testing, and the RQD-index (Rock Quality Designation) as 
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determined from standard core logging. This method was suggested by Coon and 
Merrit (1970). They used data from several dam construction projects, some of 
which include granitic rocks, and inferred a linear relationship between the ratio 
Em/Ei and RQD-value. Later studies have provided similar relationships, and the 
method has been found to yield reasonable predictions of Em, provided however 
that RQD values are not less than about 60. The applicability is thus restricted to 
rock masses classified as being of "fair" quality or better. Figure 28 shows data 
compiled by Bieniawski (1978). 
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Figure 28. Ratio of rock mass- to intact rock deformation modulus versus 
RQD-value (after Bieniawski, 1978). 

Besides the RQD-index, there are two systems in frequent use for engineering 
classification of rock masses. These are the Geomechanics Rock Mass Rating 
(RMR system; Bieniawski, 1979) and the NGI Tunnelling Quality Index (Q­
system; Barton et al., 1974). Both are based on RQD and a number of additional 
parameters, specific for each system, accounting primarily for the nature of 
jointing but also relating to stress- and groundwater conditions. Classification 
procedures originally assume in-situ observations, but applications based on core 
information have only been attempted with varying success (Cameron-Clarke and 
Budavari, 1981). 

Among the many extensions of the RMR and Q systems, simple empirical 
relationships for estimating rock mass deformation modulus on the basis of 
classification ratings have evolved. Thus, for the Q-system, Barton (1983) suggest­
ed the following relationship: 
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Em = 25logQ (15) 

Correspondingly, Bieniawski (1978) presented the equation: 

E = 2RMR - 100 m 
(16) 

These equations are shown in Figure 29, together with data from case studies. 
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Figure 29. Empirical relations for estimating rock mass deformation modulus on 
the basis of classification indexes. Open and filled symbols represent 
Q-system and RMR-system cases studies respectively (after 
Bieniawski, 1989). 

Besides the empirical procedures, analytical methods have been suggested by 
which the deformation characteristics of intact rock and joints are superimposed 
to yield an effective rock mass deformation modulus. The simplest method was 
proposed by Barton (1983) and assumes the rock mass model illustrated in 
Figure 30. Layers of intact rock with deformation modulus Ei are separated by 
parallel joints occurring with spacing S and having normal stiffness ¾· Loading 
is assumed to be perpendicular to the plane of jointing. By superposition of the 
contributions from intact rock and from the joints, the total deformability is 
obtained by: 

= (17) 
E. KS+ E. 

I 1J I 
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The normal stiffness can be determined from equations (11) - (14). 

The method is obviously best suited for bedded rock, Figure 30, but may be 
realistic for the case of fracture zones characterized by pronounced, subparallel 
fracturing. As compared to the wholly empirical methods described above, it has 
the important advantage of allowing joint deformational characteristics and stress 
dependency to be directly incorporated. 

The uniaxial model in Figure 30 may be extended to include jointing and/or 
loading in more than one direction (Kulhawy, 1978). Furthermore, Fossum (1985) 
derived equations for determination of the elastic properties of a randomly jointed 
rock mass on the basis of intact rock modulus, average joint spacing and joint 
normal- and shear stiffness. 
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Figure 30. Rock mass model assumed for calculation of rock mass deformation 
modulus according to equation (17) (from Leijon and Ljunggren, 
1992). 

6.3 Fracture Zone 2, Finnsjon 

In a recent study of Fracture Zone 2 at the Finnsjon site, Leijon and Ljunggren 
(1992) applied the procedures presented above to estimate the deformation 
modulus of both the fracture zone and of the rock mass hosting it. As the zone 
does not outcrop the study was based exclusively on core data; the results are 
summarized in Figure 31. The fracture zone was conceptually illustrated in Figure 
14. Closer examination of core infonnation revealed a width of about 100 m and 
a quite moderate fracture density averaging 5 fractures/m, though with consider­
able local variations (Ahlborn and Tiren, 1991). Calculated RQD-values generally 
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did not fall below 60, excluding local drops over sections of a few meters width. 
For the purpose of estimating deformability, it was felt realistic to consider Zone 
2 as a fractured rock mass, rather than as one discontinuity. 

Figure 31 indicates that the three methods applied produced reasonably consistent 
results. The values are well in line with data available from other case studies in 
similar environments (Lama and Vutukuri, 1978). Thus, the empirical approach 
taken would appear valid in this particular case. 
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Figure 31. Estimated rock mass deformation modulus at the Finnsjon site as a 
function of depth. Data obtained by applying three different empirical 
methods to drillcore data from borehole KFI06. Data points denoted 
"JRC & JCS" have been obtained from eq. (17). Fracture Zone 2 is 
located approximately within the interval 200 -300 m (from Leijon and 
Ljunggren, 1992). 

There is, however, some uncertainty associated with sections showing low rock 
quality. Core drilling provides poor representation of such sections, and neither 
the RQD method nor the classification systems can be reliably applied. In the 
Zone-2 case, poor rock sections (apparent RQD less than about 30) totalled less 
than 10 m out of the 100 m section constituting the zone, and core losses were 
less than 0.5 m. Thus, even if these sections are characterized by deformation 
modulus values that are much lower than for the remainder of the zone, this will 
not seriously affect the overall deformability of the entire zone. 
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6.4 Eastern regional zone, Fjallveden 

The so called Eastern regional zone at Fjallveden is a well expressed regional 
shear zone that extends laterally for several tens of kilometers (Ahlborn et al., 
1991). It is about 90 m wide and extensive shear deformation is evidenced by 
crushed sections, mylonites and breccias. Clay altered fractures and slickensides 
are abundant. A diamond-drilled borehole intersects the zone at a steep angle to a 
depth of about 100 m. Logging data and a brief visual inspection of the core for 
the present purpose reveals the following: 

The main rock type is migmatitic gneiss 

Average fracture frequency over the 90 m long borehole interval constitut­
ing the zone is about 20 fractures/m. This excludes sections with crushed 
rock or core losses. 

Crushed rock and core losses comprise a total of 10 m (11 %) of the 90 m 
borehole section. 

Shear disturbances are unevenly distributed over the section. Heavily 
disturbed sections are separated by thicknesses showing little or no signs of 
shear movements, despite sometimes high fracture frequency. This indicates 
a morphology with major "shear bands" delineating better preserved shear 
lenses. 

Clay altered fracture surf aces are common. Roughness is very variable but 
relatively high for the majority of fractures outside the heavily tectonised 
zones. 

By applying the methods presented above to estimate the modulus of deformation 
for the zone, the following becomes apparent: 

Considering first the RQD-method, the average fracture frequency (20 per 
meter) immediately indicates that at most a small portion of the borehole 
interval can have RQD-values exceeding say 50, and average values must 
be much lower (this is easily verified by consulting core logs which are not 
shown here). This means that the RQD-method is not applicable, Figure 28. 
The only conclusion that can be made is that the ratio ~/Ei will probably 
not exceed 0.15. This value can therefore be used to calculate an upper 
bound estimate for the rock mass deformation modulus. Assuming an intact­
sample modulus of Ei = 65 GPa, which is realistic, the value obtained for 
the rock mass is 10 GPa. The real value may be much lower than this upper 
bound estimate. 

For similar reasons, rock mass classification schemes will not prove useful 
as a basis for estimating deformability. While heavily fractured rock can be 
reasonably well classified by observations from accessible excavations, this 
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is not so for the case of core observations only. Estimates that can be given 
are confined to upper bound estimates, no better than the one given above 
using the RQD-method. 

Superimposing the contributions from the intact rock and the joints, Figure 
30, is an improvement over the other methods in accounting for the heavy 
fracturing, although straight application of the concept to the present zone 
involves gross simplifications of the actual conditions. According to equa­
tion (17) parameters such as intact rock modulus, mean joint spacing and 
joint normal stiffness, ¾• need to be determined. No data exist for these 
parameters and determination would require a testing program to be carried 
out. Using, for example, the procedure outlined in chapter 5 to determine 
joint normal stiffness, one would first investigate the core in detail in order 
to delineate joint sets with similar characteristics. Then, the parameters JRC 
and JCS would be determined by tests conducted on a large number of 
jointed samples, and parameter distributions would be established for the 
joint sets identified. These would provide input to calculation of similar 
distributions for joint stiffness and finally for rock mass modulus. Perform­
ing such a sequence of testing is however outside the scope of the present 
study. For the purpose of illustrating the nature of the relationship only, 
calculations for four combinations of assumed parameter values were 
performed according to Table 5. 

Table 5. Assumed parameter values for calculation of modulus of 
deformation for the Eastern regional zone, Fjallveden. 

Combination JRC JCS S (m"1) crc (MPa) 
(MPa) 

1 4 30 0.025 150 

2 4 30 0.075 150 

3 8 60 0.025 150 

4 8 60 0.075 150 

Ei (GPa) 

60 

60 

60 

60 

Joint normal stiffness for combinations of parameters is then estimated from 
equations (11) - (14). Substituting the values obtained into equation (17) 
then yields the rock mass modulus as plotted in Figure 32, where the 
calculated values are plotted as a function of the normal stress. Given the 
lack of adequately determined input data as described above, the modulus 
values must be seen as indicators rather than as bounding estimates. The 
curves also serve to illustrate the effects of joint spacing and joint surface 
characteristics. It should be remembered also that even if thorough joint 
characterization was attempted, the method would fail to incorporate the 
contribution to the deformability by the 11 % section characterized by 
crushing or an absence of core. An important observation that can be made 
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from Figure 32 is that the deformation modulus of a jointed rock mass is 
highly stress dependent, at least at low stress levels. This follows from the 
strong stress dependency of the joint normal stiffness, cf. Figure 23. When 
using the RQD- and rock classification methods to estimate deformation 
modulus, as described earlier, this stress dependency is not taken into ac­
count. Considering the origin of the "full-scale" data used to calibrate these 
methods (shallow tunnels, plate bearing tests etc) it is fair to assume a 
normal stress level of the order of 5 MPa. The modulus values indicated in 
Figure 32 at this stress level fall roughly in the interval 5-15 GPa. This is 
comparable to the upper bound estimate - about 10 GPa - obtained with the 
RQD-method. 

The overall conclusion would be that the indicated method can at best 
provide upper bound estimates for the deformation modulus of the Eastern 
regional zone. 
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Figure 32. Estimated rock mass deformation modulus of the Eastern regional zone 
at Fjallveden as a function of normal stress. Numbers 1-4 refer to 
combinations of input parameters according to Table 5. 

6.5 Zone 3, Kamlunge 

Fracture Zone 3 at the Kamlunge site is situated mainly in granitic rocks (Ahlborn 
et al., 1992). It is steeply dipping, 1-10 m in width, and has been traced over a 
distance of about 3 km at the surface. It is thus a much smaller feature than the 
zones described from Finnsjon and Fjallveden. 

During field investigations at the Kamlunge site four cored boreholes were drilled 
to intersect the zone at various depths. The core data are summarized in Table 6; 
it was found that up to 27 % of the zone remained unsampled by the drilling due 
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to poor core recovery (losses and crushed material). These sections probably have 
a large influence of the effective modulus, but will be disregarded using the 
methods of estimation described above. In the case of Kamlunge, therefore, these 
methods are not applicable. Furthermore, the table shows that the four boreholes 
provide rather inconsistent information that would lead to correspondingly 
inconsistent modulus estimates. Seemingly, the variation of the mechanical 
character along the plane of the zone is large and intersecting boreholes can 
therefore not provide a good representation thereof. 

Table 6. Summarized data from four boreholes at the Kamlunge site at their 
intersections with Fracture Zone 3. 

Borehole KM3 KM8 KM11 KM12 

Section (depth, m) 441-450 = 9 m 63-69 = 6 m 324-335 = 11 m 52-60 = 8 m 

Fracture frequency (m-1) 22 (?) 19 9 15 

Core loss or crushed rock 2.4 m (27%) 1.3 m (22%) 0.4 m (4%) 1.0 m (13%) 

Joint roughness extremely low generally high moderate - high variable 
to moderate 

Other observations poor, highly no alteration, fair-good rock variable quality 
altered rock fair quality 
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7 IN-SITU DETERMINATION OF DEFORMABILITY 

7 .1 Introduction 

The empirical systems for estimation of rock mass deformability introduced in the 
previous chapter have emerged from numerous cases of actual observation of rock 
mass response to excavation work. However, despite that they are based on "full­
scale" observations, application is indirect since deformability is referred to 
laboratory-scale parameters and rock mass classification indexes. As shown in the 
previous chapter, this obstructs application to fracture zones. 

At the Underground research Laboratory (URL) operated by the Atomic Energy of 
Canada Limited (AECL), a series of tests have been conducted aimed specifically 
at determining the deformability of a fracture zone by direct in-situ testing (Martin 
et al., 1990). This constitutes the most comprehensive effort of its kind conducted 
to-date, and has produced a set of data that are appropriate in the present context 

7.2 URL 

The URL is located 100 km northeast of Winnipeg, Manitoba, within the Lac du 
Bonnet batholith. The facility is excavated in massive granite-granodiorite. Figure 
33 shows a generalized vertical cross section through the vertical shaft by which 
the test facilities are accessed. The batholith is intersected by major thrust faults, 
two of which intersect the shaft (Figure 33), and are referred to as Fracture Zone 
2 and Fracture Zone 3. Two splay zones, termed Fracture Zone 2.5 and Fracture 
Zone 1.9 also intersect the shaft. The zones are formed by chloritic slip surfaces 
grading into cataclastic parts containing breccia and fault gouge. The cataclastic 
zones have widths of 20 mm to 1 m and show evidence of shear displacements 
of several meters or tens of meters. 

0 

100 

E -
..c 200 
li 
Q) 

0 

300 

NW URL Shaft SE 

~ /::::::, :~: ~~:~x 

Figure 33. Generalized section of the geology at the URL facility including the 
test area (from Tannant, 1990). 
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Another, and much smaller fracture zone was intersected when excavating a test 
adit at the 240 m level at URL. This feature, termed the Room 209 Fracture Zone, 
is steeply dipping and probably of extensional origin; as exposed in the adit it is 
up to 0.4 m in thickness. It is composed of a number of fractures of which one 
has been interpreted as the major extensional fracture (Martin et al., 1990). 
Tannant (1990) states that it is a composite zone since some joints are discontinu­
ous, en-echelon features, suggesting shear deformation. 

Investigations relating to the mechanics of the fracture zones at URL have 
included (Martin et al., 1990): 

Geological characterization using a large number of boreholes and by 
observations at locations where the zones intersect the shaft or horizontally 
developed excavations. 

Comprehensive stress determinations using a variety of methods, and 
referring to several locations above and below the major fracture zones 
(Martin, 1989). The results are discussed in Chapter 9. 

Determination of coupled hydraulic-mechanical behavior of Fracture Zone 2 
and the Room 209 fracture by borehole testing. This was accomplished by 
means of a sophisticated borehole extensometer (Pac-ex system) shown in 
Figure 34. The device allows simultaneous axial displacement measurements 
between anchor points and water injection into sealed-off intervals along the 
borehole. Results from these tests are reviewed below. 
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Figure 34. Schematic diagram of the Pac-ex instrumentation for combined 
hydraulic and mechanical borehole testing (from Martin et al., 1990). 
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Pressurization of borehole sections was conducted to increase the pore pressure in 
intersected discontinuities. This reduced the effective normal stress across the 
discontinuities, and the deformation resulting from this unloading was recorded 
with the Pac-ex devices. As the holes were drilled approximately perpendicular to 
the fracture zones, normal deformation was recorded. Given certain assumptions 
as regards to water pressure distribution around the borehole and boundary 
conditions, this test arrangement allowed evaluation of normal stiffness for 
sections between anchor points. Test results as reported by Martin et al. (1990) 
are reproduced in Table 7. The assumptions made to evaluate normal stiffness 
from measured deformations were not specifically stated, but it is believed that a 
uniform pressure distribution across the discontinuity plane, extending far out 
from the borehole, was assumed. It must also be assumed that boundary condi­
tions are sufficiently soft to allow separation of joint planes to be fully transferred 
to anchor points. 

Table 7. Results from borehole determinations of normal stiffness, ¾ of Fracture 
Zone 2 and the Room 209 Fracture at URL. Estimated ¾-values were 
obtained according to section 5.2.3. (after Martin et al., 1990). 

Borehole Mean eff. Depth (m) No. of tests In-situ Kn (MPa/mm) Estimated 
normal stress Kn 
(MPa) Range Mean (MPa/mm) 

Fracture Zone 2 

HC28 0.9 6.75-23.5 11.5 

0.8 6.75-10.25 3 43.9-72 57.9 10.6 

1.0 10.25-14.25 5 20.4-53.2 32.8 12.4 

0.9 14.25-16.5 6 3.9-5.0 4.4 11.5 

0.9 16.5-19.5 6 8.8-13.3 10.9 11.5 

1.4 19.5-23.5 3 119.3-224.3 170 16.5 

HC30 1.1 4.75-28.25 7 2.9-3.7 3.3 13.4 

GC3A 0.5 4.75-28.25 8 2.1-5.7 3.2 8.16 

HCl 20.5 29.0-39.4 2 21.5-24.8 23.2 860 

GC5 20 37.0-38.0 1 266.3 266 860 

GC6 20 35.5-38 1 104.7 105 860 

GC7 18.7 30.0-39.0 1 33.9 33.9 681 

GC12 19.3 20.62-40.12 1 7.5 7.5 790 

Room 209 Joint 

OCl 8.6 2 352-635 495 439 

NI 9.3 12 50-ll0 83 502 
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Figure 35 shows results from two boreholes - HC28 and HC30 - located 5 m 
apart and both intersecting Fracture Zone 2. HC28 contained multiple measuring 
intervals and HC30 a single measuring interval spanning the entire fracture zone. 
As shown in Table 7, the effective normal stress across the zone, determined by 
stress measurements at the borehole locations, is only about 1 MPa. The water 
pressures applied during testing ranged up to similar magnitudes. The data from 
borehole HC28, Figure 35, clearly show that the major shear plane containing 
cataclastic material has a much lower stiffness than the remainder of the fracture 
zone. The average value for the "cataclastic interval" is 4.4 MPa/mm. Superimpos­
ing the contributions from all test intervals yields stiffness for the entire zone of 
2.7 MPa/mm, i.e. only about 40% lower than for the cataclastic zone alone. The 
value from borehole HC30 is in good agreement with those from HC28. Stress 
dependency of the normal stiffness was also investigated. However, within the 
interval of normal stress change imposed by the water pressure - maximum 
2 MPa - no stress dependency could be delineated. 
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Figure 35. Normal stiffness of Fracture Zone 2 as obtained from multiple interval 
tests in borehole HC28 (left) and single interval tests in borehole 
HC30 (right). Note correlation with geology in hole HC28 (from 
Martin et al., 1990). 

The normal stiffness of the Room 209 fracture was evaluated from tests in two 
boreholes; the results are shown in Figure 36. The Pac-ex instrumentation strad­
dled the entire 0.4 m wide fracture zone, although drilling indicated one promi­
nent fracture at the borehole locations. The surprisingly low values measured in 
borehole NI were attributed to disturbances from a closely nearby excavation. The 
tests in OCI were believed to better represent the discontinuity under undisturbed 
conditions. 
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Figure 36. Normal stiffness as a function of change in normal stress for the Room 
209 fracture. 

The experimental determinations of normal stiffness were compared to predictions 
using the Barton-Bandis model as described in section 5.2.3. Input parameters 
required for the predictions (JRC, JCS) were determined on core specimens. 
Figure 37 compares predictions and measurements. It was concluded that the 
model provided reasonable predictions for the Room 209 extensional fracture, 
though with reservations for the fact that only a few tests representing one level 
of normal stress were conducted. At very low normal stresses fair agreement was 
observed also for Fracture Zone 2. The disagreement for high normal stresses can 
by explained with the fact that the model is developed for unfilled discontinuities 
(such as the Room 209 fracture). Fracture Zone 2 is indeed not an unfilled 
discontinuity, and therefore exhibits much less normal stress dependent closure 
behavior than predicted by the model. 
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Figure 37. Predicted and measured normal stiffness as a function of effective 
normal stress (from Martin et al., 1990). 
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7.3 Grimsel 

Hesler et al. ( 1990) have reported borehole tests of a fracture zone at the Grimsel 
test site operated by NAGRA in Switzerland. The tests concerned determination of 
normal stiffness, and tests procedures were analogous to those applied and 
reported earlier from URL. The effort at Grimsel was however more directed 
towards evaluation of models available to resemble the water injection test method 
than at gaining field data. The site specific results indicated stiffness values 
considerably higher than those reported from URL, but no conclusions were 
drawn in this respect. 
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8 INDUCED FAULT MOVEMENTS IN MINES 

8.1 Introduction 

Because of the extensive networks of shafts and drifts that are required to operate 
underground mines, many opportunities exist to study large scale structures by 
direct observation from excavations. Unfortunately, the interest for large structural 
features such as fracture zones is often limited to potential implications on ore 
body geometry and geology, and to local stability in connection with intersecting 
excavations. In some cases, however, fracture zones may affect stability on a 
larger scale. Faults subjected to stresses that become critical with respect to shear 
failure is a particularly important category of stability problems. The basic 
mechanism is that mining activities cause perturbations of the stress field, such 
that normal stress across the fault plane is decreased and/or shear stresses are 
increased to the point where the shear strength of the fault is exceeded. Failure 
occurs, often as dynamic slip, and the seismic energy generated can cause sudden 
and severe damage to mine workings. The characteristics of ground motion caused 
by induced fault slip show many similarities with those of natural earthquakes. 

The phenomenon of induced fault slip has been observed in numerous mines 
around the world, representing a variety of geological conditions. This includes 
potash- and coal mining in soft rocks as well as gold mining in very strong and 
brittle formations; see e.g. Johnston and Einstein (1988) for an overview. The 
dimensions of fault plane surf aces over which slip movements are recorded 
ranges from tens of meters to several kilometers. Slip magnitudes may be up to 
several decimeters, and the associated seismic events are typically of magnitudes 
ML = 3-5. Such events are associated with release of large quantities of strain 
energy, and the stresses in the surrounding rock mass must be sufficiently large to 
cause accumulation of the required energy prior to failure. Therefore, fault slip 
occurs primarily in deep mines where stresses are high, mostly at depths greater 
than 1500 m. The most well known occurrences have been reported from deep 
mines in Canada and South Africa. These cases are particularly relevant in the 
present context because they refer to hard rock formations in seismically stable 
shield areas. Swedish mines are generally too shallow ( <1000 m) to experience 
large-scale mining induced fault slip. The event occurring at the Grangesberg 
mine in 1974 (and followed by a series of smaller events) as reported by BAth and 
Wahlstroms (1976), is an exception that probably represents an uncommon type 
of induced fault movement. 

Documented and analyzed cases of mining induced fault slip are of interest 
because they constitute large scale "shear tests" - though not well controlled - of 
discontinuities, from which properties may be obtained by back-calculation. 
Furthermore, such reference cases can provide a good measure of the current 
capability to understand, model and predict shear behavior of faults. Extraction of 
reliable data is however difficult without conducting detailed case studies. This is 
so because each case is characterized by its own, more or less unique set of 
parameters as regards mining geometry, stress conditions and geology. Mining 
geometry is an especially complicating factor, not only because it affects stress 
conditions but also because the open voids in the rock mass formed by the 
excavations alters the kinematics of the system. Available data on fault slip 
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behavior have resulted primarily from: i) seismic monitoring, and ii) direct 
observations from excavations or by means of boreholes. Seismic monitoring as 
applied in mining has a long history and has reached a high degree of sophistica­
tion. However, for obvious reasons, it can only capture the dynamic component of 
shear deformation. 

8.2 Deep gold mines in South Africa 

The most extensive experience of mining-induced fault instability is undoubtly to 
be found in South Africa, where the problem long since has been encountered in 
several of the deep gold mines, primarily within the Klerksdorp mining district. 
The environment in these mines is characterized by shallow-dipping, thin and 
laterally extensive gold-bearing veins (reefs) that occur in strong, brittle quartzitic 
formations, Figure 38. Initial stress levels may be of the order 40-80 Mpa. 
Distinct normal faults with displacement magnitudes of tens or hundreds of meters 
offset the reef horizons. The width of the fault zones is typically a few meters and 
shear deformation is generally concentrated more or less to a single shear plane 
containing intensely deformed mylonite and cataclastic material. 

As mining of the reefs approaches a fault intersection, from one or both sides, the 
fault plane experiences local stress changes. Depending on geometry, far-field 
stress conditions and location along the fault plane considered, the stress changes 
may result in improved clamping of the fault (increased normal stress or de­
creased shear stress) or destabilization by reduction of normal stress or increase of 
shear stress. The modes of fault shear displacement can be complicated due to 
interaction with the mine structure. Figure 39 shows two hypothetical examples of 
deformation; in the upper case, the offset reef is mined towards the intersection 
without leaving any remnants. This causes a uniform mode of slip. In the lower 
figure, the deformation process is complicated by the presence of two remnants. 

SE NW 

22 LEVEL 

23 LEVEL 

FAULT 
--- REEF 

Figure 38. Schematic example section from a gold mine in South Africa showing 
a reef displaced by three faults. Vertical distance between the levels is 
100 m (from Holmes and Reeson, 1988). 
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Figure 39. Examples of modes of fault slip induced by reef mining (from 
Brummer and Rorke, 1988). 
a) "standard mode" shear displacement between faulted reef 

positions 
b) fault slip initiated as above (1). This transfers load to two rem­

nants that are crushed, resulting in stope closure (2). This in turn 
induces reverse shear movements at indicated positions along the 
fault plane (3). 



70 

The many "large-scale shear experiments" that fault slip occurrences in the South 
African gold mines represent, has produced a large amount of practical experience 
of fault shear behavior. Furthermore, since the ability to predict the nature and 
magnitude as well as time and location of these occurrences is crucial from the 
mining point of view, significant research efforts have been devoted to the 
problem. It is felt that important lessons can be learnt from this body of work. 
Static stress modelling has been found useful as a means to predict where fault 
slip is to be expected. To predict the stage of mining and loading conditions, i.e. 
when slip occur, is much more difficult, but progress has been made. It is evident 
that attempts to obtain more precise values of fault strength properties such as 
friction angle and cohesion by sampling and testing have not produced major 
improvements of failure criteria. The progress has instead occurred from systemat­
ic use of previous experience. The procedure commonly adopted for predictions 
involves the following: 

Determine initial stress conditions and fault plane geometry as carefully as 
possible 

Calculate normal- and shear stress across the fault plane using relatively 
simple material models 

Compare calculated stresses with a simple Mohr-Coulomb shear failure 
criteria. Zero cohesion and a friction angle of 30° appears to be standard 
strength properties assumed 

Locations on the fault plane where the calculated shear stress exceeds the 
value allowed by the strength criteria are defined as potential slip locations 

The magnitude of excess shear stress (ESS) at these locations, as obtained 
from modeling, is then used to assess the risk of encountering a slip event. 
This is possible because empirical correlations have been derived from 
previous case histories. 

The procedure is commonly referred to as the excess shear stress (ESS) method 
(Ryder, 1988). It is seen that case-specific determination of strength properties is 
not emphasized. 

Table 8 shows documented maximum slip magnitudes resulting from major slip 
events in relation to the dimensions of the fault surface areas involved. It is seen 
that the ratio of slip magnitude to average diameter of slip area is of the order of 
1 · 104 to 4 · 104 . This is similar to natural earthquakes, but comparisons may be 
misleading due to the influence of mining geometry for the present data. 

Predicting slip magnitudes with an accuracy better than a factor of 2-5 has been 
found difficult. An example of predicted and measured slip, taken from the well 
investigated slip event along the Wesselia fault in the Welkom mining district, is 
shown in Figure 40. Predictions were made using MINSIM-D, a displacement­
discontinuity program developed for the present kind modelling. It is seen that 
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actual slip values are up to three times higher than the predicted ones. The figure 
also shows intervals for the calculated excess shear stress (ESS) magnitude across 
the fault plane which were used to delineate regions of the fault plane that were 
critically loaded. 

Table 8. Slip areas and slip magnitudes determined from major events of 
induced seismic fault slip in South African gold mines (from Brummer 
and Rorke, 1988). 

Event (name and Local mag- Slip area dimensions, Slip magnitude 
year) nitnde length x breadth (m) (m) 

Vlooi, 1985 3.6 500 X 60 0.1 

South-eastern, 1988 4.3 1500 X 200 0.1 (?) 

Wesselia, 1982 4.6 1500 X 120 0.3 

Two Shaft, 1986 4.7 2000 X 250 0.2 (?) 

Five Shaft, 1987 4.9 2500 X 300 0.2 

Stope 

Orn 120m 

Scale • 30 Observed Slip (cm) 
_s...., 

Predicted Slip (cm) 

ESS = 0 - 5 MPa m ~ ESS = 8 - 20 MPa 

ESS = 5 - 8 MPa 

Figure 40. Contours of predicted (lines) and observed (dots) slip for the Wesselia 
fault slip event. The view is perpendicular to the fault plane. ESS -
intervals given; indicated as areas in the figure are magnitudes of 
excess shear stress across the fault plane (from Brummer and Rorke, 
1988). 



72 

The mining-induced fault movements occur both as stable, aseismic creep and as 
unstable, seismic events. Available modelling tools are essentially incapable of 
predicting the mode of deformation. One reason is that the displacement- or 
velocity weakening constitutive behavior that characterize the faults (and which is 
a prerequisite for seismic energy release in connection with slip) can not be 
adequately described. Another is the very nature of the slip process; results from 
direct observations as well as seismic monitoring consistently show that this 
process is not characterized by uniform shear over the activated fault surface area. 
On the contrary, it has been found that deformation develops according to a stick­
slip type mechanism, in which surface topography plays an important role (van 
Aswegen, 1990). Thus, the shear deformation typically begins with stable creep, 
or sequences of small seismic events, at locations with smooth fault surface 
topography. Other parts of the fault plane remain locked due to the action of 
asperities formed by undulations or jogs. Local increases of normal stress across 
the fault plane, due to stress disturbance from the mining, can have a similar 
clamping effect. Shear load is gradually transferred from the regions of creep 
movement to the locked asperities, which finally shear violently causing the major 
dynamic events. Now, given this fundamental mode of shear behavior, it is 
obvious that models involving simplification of fault surface geometry or assum­
ing uniform shear resistance over the fault plane can indeed be misleading. This 
deficiency can not be fully balanced by improved knowledge of intrinsic strength 
parameters such as basic friction angle or cohesion. This explains why research 
efforts directed towards fault surface topographical characterization and monitor­
ing of qualitative behavior have been more rewarding than those aiming specifi­
cally at determining mechanical properties. 

8.3 Stress release by fluid injection 

Practical experience has shown that artifical increase of pore pressure can initiate 
seismic events. This has been observed in several contexts, including reservoir 
filling, waste fluid injection in deep boreholes and during flooding of mines. It is 
generally accepted that the mechanism occurs by the reduction of effective normal 
stress which initiate shear displacement of discontinuities. 

An interesting attempt to use fluid injection to initiate fault movement in the 
Buffelsfontein Gold Mine in South Africa has recently been reported by Board et 
al. (1992). The test concept is shown in Figure 41. The test location was near the 
intersection of a fault plane and a stope that was mined towards the fault. The aim 
was to evaluate the possibilities to trigger small-scale events by locally increasing 
pore pressure in the fault plane by means of injecting water through intersecting 
boreholes. This provides a possibility to control the release of strain energy, rather 
than waiting for a larger and potentially more hazardous event. 

Predictions by means of numerical modelling were made assuming a Mohr­
Coulomb type shear strength criterion with zero cohesion and a friction angle of 
30° for the fault. Testing showed that local shear events occurred at the pressur­
ized location of the fault plane at an injection pressure of 20 :MPa This was in 
close agreement with predictions. The in-plane extension of the region that was 
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pressurized was estimated to be a few meters only. The nature and locations of 
the seismic events that were recorded supported this estimate. These results 
indicate that the shear strength parameters were correctly estimated and that the 
onset of fault slip can be reasonably well predicted, at least on the scale represent­
ed by the test. The study also showed that overall fault slip occurred as the 
cumulative result of a large number of slip events on a smaller scale, i.e. as a 
stick-slip process. Similarly to the previously referred studies, it was concluded 
that better methods were required to determine fault surf ace characteristics in 
order to identify asperities that provide local "clamping" of the fault plane. 

Shear Stress 

Below Pillar in Injection 

Target Region 

-Pore Pressure - Normal Stress 

Figure 41. Conceptual background to the fluid injection test conducted at 
Buffelsfontein Gold Mine in South Africa (from Board et al., 1992). 

8.4 Strathcona Mine, Canada 

The Strathcona Mine is one of several mines within the Sudbury district in 
Ontario, Canada, that experience rock burst problems associated with high 
stresses. Monitoring of the mining-induced seismic activity in Strathcona has 
shown slip movements along a fault and a slickensided dyke interacting mechani­
cally with each other and with the mined structures. The depth to the slip loca­
tions is only some 500-700 m, but stress conditions are heavily disturbed due to 
high extraction ratios within the area of mining. The problem of slip along the 
identified structures was studied using three-dimensional, distinct element model­
ling technique (Hart et al., 1988; Tinnucci and Hanson, 1990). By comparing 
seismic monitoring data with results from modelling, it was found that locations 
and radii of movements resulting from defined mining sequences could be fairly 
accurately predicted. The general understanding of system behavior, and hence 
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of the influence of key parameters like stress conditions and system geometry, 
was substantially improved. As predictions of slip magnitudes and exact nature of 
slip movements would have required both better site specific data and more 
elaborate constitutive models, this was not attempted. Parameter studies showed 
that the effective friction angle of the fault zone was within the range 30-40° (no 
further details of internal fault zone structure reported) and 20-30° for the slicken­
sided dyke. It was not possible to establish more narrow intervals for the frictional 
resistance. 
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9 STRESS CONDITIONS IN THE VICINITY OF 
FRACTURE ZONES 

9.1 Introduction 

The distribution of stress in the neighborhood of a discontinuity is a function of: 
i) the external stress field forming boundary conditions, ii) the mechanical 
properties of the discontinuity, and iii) the mechanical properties of rock mass 
hosting the fracture zone. Loosely speaking, the extent to which a structure such 
as a fracture zone disturbs the stress field is proportional to the contrast in 
mechanical characteristics between the zone and its surroundings. In principal, this 
allows the stress perturbation caused by a fracture zone to be calculated if the 
mechanical properties (zone and surroundings) and the external stress field are 
known. Correspondingly, mechanical properties may be inferred from observations 
of the stress field. 

The theoretical principles and models that may be, and indeed have been, applied 
to study these relationships will not be further discussed here. Instead, results 
from a number of field investigations involving stress measurements in the 
vicinity of fracture zones will be reviewed and commented. Some experience from 
Swedish mines will also be summarized. 

9.2 Experience from Swedish mines 

In underground mines, anomalous stresses are often indirectly observed in 
connection with excavation of drifts intersecting major structures. For example, 
Borg (1989) observed increased stress-driven rock bursting around a drift in the 
Malmberget mine when the drift approached a 0.5 m wide, heavily fractured shear 
zone. The drift was located in brittle leptite at some 650 m depth. Similar experi­
ences are available from the Kiirunavaara and Zinkgruvan mines. A common 
feature of these observations is that they do not refer to direct stress measure­
ments, but to occurrences of stress-induced instabilities, which are attributable to 
stress variations. The indirect nature of the data and the many factors that, besides 
stresses, affect failure behavior, preclude more precise interpretation of the nature 
of stress perturbations induced by large-scale structures. 

Another observation is that structures such as dykes and boundaries between 
mechanically contrasting rock types, can be accompanied by local stress anoma­
lies that are much more pronounced than those found near fracture zones in 
otherwise homogeneous rock. Measurements near rock type boundaries in the 
Viscaria- and Kiirunavaara mines have shown increases in stress magnitudes by a 
factor of two and more over distances of less than 10 meter. These data have 
unfortunately not been further analyzed from geological standpoints. 

Altogether, the information available from Swedish mines may be summarized as 
follows: 
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Major fracture zones can cause significant stress anomalies extending at 
least a few tens of meters out from the zones 

Available data are essentially qualitative and consistency is poor 

No example of systematic stress measurements to investigate the nature of 
stress anomalies related to fracture zones can be found. 

9.3 Forsmark 

The bedrock at and around the nuclear power facilities at Forsmark in east-central 
Sweden has been subject to a long sequence of geoscientific investigations related 
both to the construction of nuclear power plant and later to the establishment of 
the SFR-facility for disposal of low- and intermediate-level reactor waste. 

Investigations included stress measurements in a large number of boreholes 
(Carlsson and Christiansson, 1986). Most of them were shallow, but one borehole, 
denoted DBTl reached a depth of 500 m. The dominating rock type penetrated by 
this borehole was a sparsely fractured granite gneiss. At 320 m depth, DBTl 
intersected a marked fracture zone of a few meters width. The zone was reported 
to have subhorizontal orientation, although the grounds for this interpretation are 
not clear. Stress measurement results, as well as other data from this borehole, 
have been presented and discussed in some detail by Carlsson and Olsson (1982). 
The results are of particular interest in the present context because they have often 
been referred to as an evidence of stress disturbances caused by a fracture zone. 

Figure 42 shows stress magnitudes obtained from the many overcoring stress 
measurements conducted in DBTI. Neglecting the uppermost 100 m (where 
anomalously high horizontal stresses were recorded) it is seen that stress magni­
tudes increase gently down to about 300 m. Below this depth, i.e. below the 
fracture zone, stress magnitudes appear to increase more rapidly with depth. On 
the basis of the data Carlsson and Olsson (1982) argued that the fracture zone in 
effect divides the bedrock into an upper- and a lower stress regime. The existence 
of such a stress field was explained as being a result of interaction between 
gravitational and tectonic components, superimposed to remnant stresses related to 
late glaciations. The hypothesis implies that there is little or no mechanical 
coupling between the horizontal stress fields above and below the zone. 

An example of interpretation based on this model is shown in Figure 43. Interpre­
tations of stress orientations supported the hypothesis, though with substantial 
reservations for the fact that measured stress orientations (not reported here) were 
too scattered to allow reliable conclusions. 

The apparent governing effect of the fracture zone on the stress field may howev­
er be questioned for several reasons. One is the fact that more detailed examina­
tion of the stress data reveals considerable scatter, which of course obstructs 
interpretation in general. Furthermore, another set of stress measurements were 
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Figure 42. Measured magnitudes of horizontal and vertical stresses as a function 
of depth in borehole DBTl at Forsmark. Data point along the profile 
represents mean values of 2-4 individual measurements. The dashed 
line shows the theoretical lithostatic vertical stress (after Carlsson and 
Olsson, 1982). 
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Figure 43. Interpretation of stress regimes above and below the fracture zone in 
borehole DBTl at Forsmark. Right curves are regression lines for the 
mean normal stress. Left curve (dashed) is the theoretical lithostatic 
vertical stress (after Carlsson and Olsson, 1982). 
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made in a borehole located less than 200 m away from DBTl. Unfortunately, this 
hole was only 250 m deep and did not intersect the fracture zone. However, stress 
data obtained did not correlate very well with those from DBTl. This may suggest 
that the variations of the measured stresses are controlled by more local features 
than the fracture zone. Further support for this idea is found by considering 
fracture data from DBTl; fracture frequency and other parameters relating to the 
state of fracturing were investigated in detail by Carlsson and Olsson (1982). 
Figure 44 shows fracture frequency, calculated for 10 meter intervals, together 
with measured stress (mean normal stress) as a function of depth in borehole 
DBTl. Determining fracture frequency at the very locations of the stress measure­
ments, and replacing the mean normal stress with the measured, maximum 
horizontal stress, yielded the plot shown in Figure 45. A correlation, such that low 
fracture frequency corresponds to high stress and vice- versa appears evident from 
the plots. This strongly suggests that the stress distribution is controlled by local 
stiffness variations caused by variations in the state of fracturing, rather than by 
the presence of the fracture zone. 

It may be added that possible correlation between rock type at measuring points 
and stress magnitudes was also investigated by Carlsson and Olsson (1982). 
However, no correlation could however be established between these parameters. 
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Figure 44. Fracture frequency as determined for 10 m intervals (left), and mea­
sured mean normal stress (right) as a function of depth. Borehole 
DBTl at Forsmark (after Carlsson and Olsson, 1982). 
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Figure 45. Fracture frequency at locations of stress measurements and measured 
maximum horizontal stress as a function of depth. Borehole DBTl at 
Forsmark. Note the strong negative correlation between the two curves 
(from Carlsson and Olsson, 1982). 

9.4 Lansjarv 

Investigations within the area of post-glacial faulting near Lansjarv included stress 
measurements at depths of 300-500 m in a vertical borehole (Bjarnason et al., 
1989). The upper 300 m of the borehole penetrated very fractured and tectonically 
disturbed bedrock, but controversy appears to remain as to the way in which this 
relates to the postglacial fault zone which outcrop some 1 km away from the 
borehole (Talbot et al., 1989; Lagerback, 1989). What can be concluded from the 
work at Lansjarv is that horizontal stresses are anomalously low (minimum 
horizontal stress 6-8 :MPa at 300-500 m) and that stress rotation occurred over the 
investigated interval. It is reasonable to assume that this extreme state of stress is 
a consequence of the complex tectonics in the area, but the mechanics involved is 
simply not understood. 

9.5 Finnsjon 

The extensive borehole investigations of Fracture Zone 2 at the Finnsjon study 
site have included rock stress measurements by hydraulic fracturing techniques in 
a vertical borehole intersecting the zone. Results are reproduced in Figure 46. The 
fracture zone encompasses the depth interval 200-300 m, cf. Figure 14. Measured 
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stress magnitudes do not reveal any anomaly that can be related to the fracture 
zone. Data are however few and rather scattered, and do not allow detailed 
interpretation of the stress distribution. The orientation of the horizontal stress 
field is more well-defined and does not indicate any systematic variation with 
depth. 
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Figure 46. Results from stress measurements in a vertical borehole at Finnsjon. 
The hole penetrated Fracture Zone 2 at 200-300 m depth (from Leijon 
and Ljunggren, 1992). 
a) Magnitudes of maximum -and minimum horizontal stresses ( crh1 

and crh2) and vertical stress ( crv) as a function of depth. 
b) Orientation of the maximum horizontal stress. 
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9.6 URL 

Investigations at the URL-facility in Canada also included a comprehensive 
program of stress measurements aimed in part at determining stress transfer across 
Fracture Zone 2. The site geology and fracture zones encountered are outlined in 
Figure 33. The minimum principal stress was found to be oriented nearly vertical, 
and can thus be compared with the theoretical lithostatic stress. Figure 47 shows 
the ratio of measured minimum stress to lithostatic stress for measurements in the 
vicinity of the shaft. It is seen that values deviate significantly from unity, 
especially in the proximity of Fracture Zone 2, where ratios of 2-3 were recorded. 
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Figure 47. Ratio of minimum principal stress (vertical stress) to theoretical, 
lithostatic stress as obtained from measurements in the vicinity of 
the shaft at the URL-facility. Levels of the fracture zones are also 
indicated (from Martin et al., 1990). 
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In order to further investigate this drastic stress anomaly, additional measurements 
were made at several locations above and below Fracture Zone 2. Locations and 
designations of boreholes intersecting the zone, and in which measurements were 
made, are given in Figure 48. Results in the form of normal -and shear stress 
components across the fracture zone are given in Table 9 and also illustrated in 
Figure 49. 
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Figure 48. Fracture Zone 2 at URL and intersecting boreholes. Overcoring stress 
measurements were made in boreholes indicated with thin lines (from 
Martin et al., 1990). 

Table 9. Mean values of normal (crn) -and shear ('t) stresses obtained from 
triaxial overcoring measurements above and below Fracture Zone 2 at 
URL (after Martin et al., 1990). 

Borehole Above Fracture Zone 2 Below Fracture Zone 2 

No. of O'n 't No. of O'n 't 

tests (MPa) (MPa) tests (MPa) (MPa) 

GCl/2 5 43.4 10.8 5 42.3 0.3 

GC3 5 -1.0 -0.7 5 -1.1 -3.9 

GC4 1 27.5 2.1 4 30.2 -2.7 

GC5 5 20.8 -3.5 6 19.2 0.5 

PHl 4 23.6 3.3 6 29.9 0.9 
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Figure 49. Distribution of normal stress transfer across Fracture Zone 2 at URL. 

Note differences in values between different locations (from Martin et 
al., 1990). 

It is seen that normal stress values vary enormously between the different bore­
holes, ranging from about zero to more than 40 MPa. The fact that values 
obtained above -and below the zone at each point of intersection are in close 
agreement, clearly verifies that the normal stress transfer across the zone is 
extremely non-uniformly distributed. It should be noted that these large stress 
variations occur over an area of the order of 100 m by 100 m only. Given these 
conditions it is obvious that measurements in one borehole (as exemplified by the 
data referring to the shaft position, Figure 47) can only yield a sample of the 
complex stress distribution near the fracture zone, and does indeed not provide a 
general understanding thereof. This is an important result to keep in mind when 
interpreting data from investigations such as those at Forsmark, Finnsjon and 
Lansjarv as referred earlier. 

From Figure 49 it appears that the stress data correlate with geology, such that 
high normal stress corresponds to sections where the fracture zone is narrow and 
wide sections tend to yield low normal stress. This suggests a mechanical behav­
ior of the fracture zone as conceptualized in Figure 50. The high stiffness result­
ing at narrow sections promotes load transfer, while wide and much softer 
sections remain essentially unloaded. It is interesting to note that this model is 
very similar to the overall appreciation of fault zone behavior resulting from 
observations in deep mines, cf. section 8.2. 
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Figure 50. Conceptual understanding of stress transfer across Fracture Zone 2 at 
URL (from Martin et al., 1990). 

9.7 Frictional strength inferred from stress measurements 

It has been suggested that the state of stress in the Earth's crust actually reflects 
its overall strength. The basic concept is that the rock mass is in an unstable state 
of equilibrium, where the state of stress balances the frictional strength. It follows 
that application of additional deviatoric load will disturb equilibrium and cause 
deformation by shear failure resulting in stress redistribution such that equilibrium 
is re-established. Since large discontinuities like faults and fracture zones consti­
tute the weak links in the bedrock along which adjustments would reasonably 
occur, the theory offers opportunities to infer strength properties of such struc­
tures. The validity of the concept on different scales, for different stress regimes, 
at different depths and in different parts of the world, has been subject to consid­
erable discussion (see e.g. Scholz, 1990 for a summary). 

Jaimson and Cook (1978) applied the concept of frictional balance to infer 
frictional strength from stress measurement results. Stress data were obtained from 
measurements reported from some 50 locations scattered around the world. The 
data set represented depths down to 2000 m and stress levels up to some 50 :MPa, 
although the great majority of observations referred to depths less than 400 m and 
stresses less than about 20 :MPa. Furthermore, the analyses was restricted to cases 
where one principal stress was found to be vertical and approximately equal to the 
lithostatic stress. This restriction was imposed both in order to ensure the experi­
mental validity of the data used, and to allow the data to be grouped into three 
subsets according to the basic "Andersonian" faulting regimes, i.e. normal faulting 
(maximum stress vertical), thrust faulting (minimum stress vertical) and strike-slip 
faulting (intermediate stress vertical). 
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The maximum shear stress and the mean normal stress was calculated from the 
following relationships: 

and 

which were plotted to yield the result shown in Figure 51. Assuming: i) that the 
measured stress data represent the strength of the rock as described above, and ii) 
that the strength is determined by a Coulomb failure criteria, the slope, k, of the 
line fitted to the data, as shown in Figure 51, is related to the friction angle by the 
relationship: 

<t> = arcsink 

Regression analysis of the entire data set as illustrated in Figure 51 yields a 
friction angle of 28°. Table 10 shows results differentiated with respect to stress 
regime . 
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Figure 51. Maximum shear stress versus mean normal stress. Regression line 
(solid) corresponds to a friction angle of 28°. Dashed line indicates 
alternative interpretation (after Jaimson and Cook, 1978). 
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Table 10. Friction angles inferred for different stress regimes according to 
Jaimson and Cook (1978). 

Stress regime Friction angle from Correlation coefficient 
regression analysis 

Normal faulting 32 0.84 

Thrust faulting 23 0.79 

Strike-slip faulting 12 0.38 
----------------------------- ----------------------------- -----------------------------
Combined data 28 0.77 

The friction angles presented by Jaimson and Cook are often cited in the literature 
and taken as indicators of the frictional strength of large-scale discontinuities, 
which according to the frictional balance concept are the elements thought to 
govern the in-situ stress state. Nevertheless, their relevance must be questioned. 
Firstly, closer examination of the data shows that a very few observations towards 
the upper limit of the stress interval investigated affect the result of the regression 
procedures to an unproportional extent. Discarding these observations yields 
different values and poor correlation. Moreover, it is not clear if and how the 
effects of pore pressure were considered. The major reservation, however, con­
cerns the assumption that stress data can be used as indicators of strength. The 
geological environments from which data were drawn were not further specified 
by Jaimson and Cook (1978), but the only criteria used appears to have been 
those indicated above, i.e. experimental reliability and one principal stress oriented 
vertically. Now, even if the frictional balance concept is valid at some, probably 
very large scale, it cannot imply that the rock mass is critically loaded every­
where. Consequently, stress observations, selected arbitrarily and referring largely 
to depths of 400 m and less, would be expected to reflect various ratios of shear­
to normal stress up to at most the critical value. An alternative way to interpret 
the results is therefore to consider the highest ratio of shear- to normal stress 
observed as possibly representing completely mobilized frictional strength. 
Tentative application of this hypothesis, as indicated in Figure 51, indicates a 
friction angle of about 40°, which seems more realistic than the rather low values 
given in Table 10. 

Another set of stress data was presented and analyzed in a similar manner by 
Zoback and Healy (1984). An important merit of their work is that it refers to 
areas of active faulting. Eight locations within the United States, at which the 
nature of faulting was reasonably well understood, were investigated. The state of 
stress was in most cases inferred from more or less comprehensive hydraulic 
fracturing tests. It was assumed that the vertical stress component was equal to the 
lithostatic stress. In some cases, stress conditions were indirectly inferred from 
focal plane mechanism studies of earthquakes. 
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The results presented by Zoback and Healy (1984) are exemplified in Figure 52, 
which shows data from the Nevada Test Site. Table 11 summarizes site informa­
tion and results from six of the locations studied. Excluding the San Andreas 
Fault data, it is seen that inferred friction angles fall in the range 30-45°. These 
are considerably higher, and in fact more realistic, than the values .suggested by 
Jaimson and Cook (9178). The frictional strength of the San Andreas Fault has 
been subject to extensive discussion for many years (see e.g. Scholz, 1990 for an 
overview). Figure 53 shows the stress measurement results from which Zoback 
and Healy inferred the value of 22° for the friction angle. They consider this 
value as a lower bound estimate since the measurements were made in an area 
where the fault may not be critically loaded. 
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Figure 52. Measured minimum principal stress, assumed vertical (lithostatic) 
stress and pore pressure as a function of depth in the Yucca Mountain 
area, Nevada test Site. The dashed line corresponding to a coefficient 
of friction ofµ = 0.6 (friction angle 30°) is in close agreement with the 
measured data (from Zoback and Healy (1984). 
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Table 11. Summarized results from investigations by Zoback and Healy (1984), 
of stress conditions and frictional strength at locations of active fault­
ing. 

Location 

Nevada Test Site, Neva-
da, normal faulting 

Rock Mountain Arsenal 
Colorado, normal fault-
ing 

Fifth Water Canyon, 
Utah, normal faulting 

Gulf Coast, Texas-Loui-
siana, aseismic normal 
faulting 

Rangely, Colorado 

Southern San Andreas 
Fault 
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Depth, Result 
Range of minimum 
principal stress 

600-1300 m Stress measurements consis-
5-15 MPa tently indicate a friction 

angle of about 30°. 

3700 Difficult to interpret, friction 
35 MPa angle 30-45°. 

500 m Friction angle about 30°. 
5 MPa 

1000-3500 m Upper limit of t/cr-ratios 
15-70 MPa recorded correspond to fric-

tion angle 30-40°. 

1800 m Uncertainty as regards na-
30-50 MPa (?) ture of seismic fault slip. 

Friction angle estimated to 
34-45°. 

Shallow 22° is a lower bound esti-
mate of the friction angle 

5 10 15 20 
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Figure 53. Results from hydraulic fracturing stress measurements near the San 
Andreas Fault (Western Mojave Desert) and inferred friction angle of 
the fault. Stress components are resolved with respect to the orientation 
of the fault plane (after Zoback and Healy, 1984). 
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10 MAIN RESULTS AND CONCLUSIONS 

10.1 Shear strength 

Referring to Figure 6, the discussion of shear strength is restricted to the case 
when the scale relation between the problem at hand and the fracture zone is such 
that the zone can be treated as a single discontinuity. In cases when the rock mass 
approach is valid, concerns are with the strength of fractures forming constituents 
of the fracture zones, rather than with the strength of the zone as a whole. 

Since the cohesive contribution is generally insignificant, the shear strength of 
fracture zones is controlled by frictional resistance. The key parameter is the 
friction angle, 4>. It should be observed that this parameter is used to describe the 
total frictional resistance, irrespective of the exact nature of the deformation 
process during surf ace shearing. 

Figure 54 attempts to summarize friction angles inferred from the various studies 
reported in previous chapters. The few examples that may be referred to as field 
observations of frictional resistance of fracture zones (1 through 4 in the figure) 
stem from mining and from back-calculation of strength from stress measurement 
results. It is seen that the friction angle values fall within the interval 20-40°, but 
cluster at some 30-35°. There is an apparent increase of friction angle with normal 
stress, but data available do not allow any conclusion in this respect. Figure 54 
also shows friction angles for often encountered filling materials. As expected, 
these are somewhat lower than those for fracture zones. 

In geomechanical analysis, discontinuities like fracture zones are almost invariably 
assumed to be planar features, to which frictional characteristics (together with 
other properties) are assigned. The applicability of the concept of friction, and 
hence of the results presented in Figure 54, is closely related to this assumption, 
and its validity in the present context therefore needs to be examined. Considering 
first friction from a more fundamental point of view, it is well documented that 
surface friction result from complex interaction between surface irregularities. 
The process include mechanisms of elastic deformation of asperities, adhesion, 
abrasive material destruction, and shear through intact material. The relative 
importance of these mechanisms is dependent on the normal stress across the 
discontinuity. At low normal stress, the total resistance to surface shear (i.e. 
friction angle) is rather variable due to the action of preserved asperities, and 
friction at maximum resistance (peak friction angle) is higher that at residual 
conditions (residual friction angle). At higher stresses, variation is less. In fact, 
comprehensive tests of ground rock surfaces have shown that the peak friction 
angle at normal stresses exceeding 200 MPa is close to 30°, and almost indepen­
dent of rock type (Byerlee, 1978). For the range of conditions represented by 
unfilled rock joints, the empirical system developed by Barton (chapter 5) quite 
efficiently handles the effects of surface characteristics and normal stress on 
frictional resistance. 
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Figure 54. Friction angle and coefficient of friction as a function of normal stress. 
Horizontal and vertical bars indicate approximate ranges for normal 
stress and friction respectively. 
1) Faults in South African gold mines, modelling and field obser­

vation (chapter 8) 
2) Strathcona mine, modelling and field observation (chapter 8) 
3) Back-calculation from stress measurements - general data 

(chapter 9, Table 10) 
4) Back-calculation from stress measurements in areas of active 

faulting (chapter 9, Table 11) 
5) Weak contact zones in Swedish mines, modelling and field 

observation (chapter 5) 
6) Common discontinuity filling materials, laboratory and field 

testing (chapter 5, Table 2) 
7) Fault gouge material, laboratory testing (chapter 5). 

Thus, friction angle is not a "material property" in a conventional sense, but rather 
a parameter that conveniently quantifies the net effect of a process that has not yet 
been fully explained. Furthermore, it is not inherently scale dependent. Miscon­
ceptions in these respects are common. It should be pointed out that the scaling 
procedures for shear strength forming part of Bartons system ( chapter 5) are 
concerned only with the problem of determining the properties of a discontinuity 
on some scale, on the basis of samples that ref er to a smaller scale than the 
extension of the discontinuity. The system does not suggest that larger discontinu­
ities have lower frictional angles than smaller ones. As regards friction angles of 
fault zones, an indirect size dependency may exist because of differences in 
displacement magnitudes and morphology. Geological investigations of fault zones 
have not surprisingly revealed clear correlations between: i) fault zone extension 
and displacement magnitude (e.g. Watterson, 1986), and ii) displacement magni-
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tude and thickness of gouge material formed by the shearing process (Robertson, 
1987). Since the friction of fault gouge, and probably also of other wear products, 
is lower than for clean rock surfaces, friction angles would be expected to 
decrease somewhat with increased scale of the fault zone. This hypothesis can 
however not be supported by any observational evidence whatsoever. 

Now, to convert the complicated mechanical process of surf ace friction into the 
straight-forward parameter friction angle, applicable in simple strength laws like 
the Coulomb failure criteria, it is evident that simplification is required. The basic 
assumption is that the surface topography, and all associated mechanical compli­
cations, occur on a scale that is much smaller than the problem considered. Only 
if this condition is met can the global approximation (Coulomb-criteria) neglect 
the details of the basic mechanism (surface friction) without losing validity. In 
geomechanical analyses, this assumption is often not observed because of the 
habit to represent discontinuities as planar features characterized by properties that 
do not vary over the surface. It may be recalled here that Barton's system for 
determination of shear strength presumes that all surface characteristics that are 
of importance are adequately represented on the scale of sampling. Effects of 
possible surface irregularities on a larger scale must be added separately, cf. 
equation (7). Thus, in practical application, the assumption is that of surfaces 
with irregularities that are much smaller than the surf ace itself. 

As regards fault zones, however, field observations consistently show that 
surface irregularities like undulations, jogs and variations in thickness prevail on 
all scales. This result seems to be well supported by a number of independent 
investigations (Scholz, 1990; Wallace and Morris, 1986). The surface irregularity 
is in part a necessary consequence of the complex fracturing related to growth of 
shear structures in their own planes (chapter 4). The nature of surface topography 
also depends on fault type, slip direction etc, but the decisive characteristic is that 
it is found on all scales. This may seriously obstruct the assumption of macro­
scopically planar surfaces, because one must always expect to find significant 
surface irregularity on a scale comparable to the problem under study. Figure 55 
shows two cases where the macroscopic fracture zone geometry can hardly be 
approximated with planar surfaces. One is Fracture Zone 2 at Finnsjon. Consid­
ered at the scale represented by the figure, it can be envisaged that the friction 
concept and planer-feature approximation apply to shear events involving individ­
ual shear planes within the zone. A larger event, however, involving the entire 
zone is difficult to consider as a purely frictional phenomena since it must 
inevitably involve formation of new, through-going shear surfaces. 

The other example shown in Figure 55 is a typical fault plane geometry as 
observed in South African gold mines. It is easy to imagine that the buckled 
shape of the fault plane surf ace will result in non-uniform distributions of shear 
and normal stress across the fault. This, in tum, has been found to significantly 
affect the mode of shear movement; shear displacement initiates as stable creep at 
locations on the fault plane where shear stress is high and/or normal stress is low. 
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Figure 55. Illustration of fracture zone geometries. 
a) Planar, frictional feature as assumed in most geomechanical 

models. Material properties are constant over the plane of the 
fracture zone. 

b) Fracture Zone 2 at Finnsjon - interpreted geometry. 
c) Surface geometry of a 4000 by 2000 m section of a fault zone in 

a South African gold mine (Brand Fault, Welkom district). 
Arrows indicate distribution of slip associated with a mining­
induced seismic event. Cross hatched area indicate location of 
slip as predicted by stress modelling (from van Aswegen, 1990). 
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Locations with high normal stress, or high strength due to the presence of some 
major asperity, remain locked. As displacement progresses, the shear load is 
successively thrown onto these locked sections, which will finally fail. Failure is 
often dynamic, since large strain energies have been accumulated prior to failure. 
Thus, although shear displacements in the mining case are induced by mining 
activities, the deformation process seem to be identical to the so-called stick-slip 
mechanism of naturally occurring earthquakes. 

It may be concluded from the above discussion that the friction angles presented 
in Figure 54 in part reflect deformation mechanisms that do not comply with the 
general assumption of friction over macroscopically planar surfaces. As a result, 
adding data from more case studies to the very limited number of strength para­
meter values obtained by back-calculation of observed fracture zone failures will 
probably not significantly narrow the currently rather wide intervals that can be 
established for these parameters. The results also indicate that more efforts must 
be devoted to correct representation of overall geometry as well as morphology of 
fault zones in geomechanical models. 

10.2 Deformability 

There are a number of parameters that can be used to describe deformability of a 
fracture zone. The normal- and shear stiffness,¾ and Ks, are "global" parameters 
in that they describe the stiffness of the entire zone at a particular location. These 
parameters can be defined irrespective of whether the zone is assigned a finite 
width or not. Hence, they are not material properties, but rather describe the 
characteristics of the fracture zone as a system component. This does not preclude 
that the stiffness parameters vary from one location to another over the plane of 
the fracture zone. 

The modulus of deformation, modulus of rigidity, bulk modulus and Poisson~s 
ratio (all related to each other) are all material properties that may be used to 
describe the deformability of the rock mass composing the zone. Consequently, 
these parameters can be defined only if the zone has a finite width and they are 
applicable in cases when fracture zones can be represented by equivalent rock 
masses. ¾ and Ks are functions of these material properties and of the geometry 
of the fracture zone, Figure 56. 

As discussed in the previous section, shear deformation properties become 
meaningful only if defined for some discontinuity area that is considerably larger 
than the surface irregularities responsible for the shear resistance. Normal defor­
mation properties, however, can be defined for specific locations (or for some 
larger area). Normal stiffness can, for example, in principal be determined simply 
by superimposing the contributions from the different units encountered over a 
section across a fracture zone. This means that borehole information is much more 
useful for assessing normal deformation characteristics than for estimating shear 
properties of fracture zones. 
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All the above properties are stress dependent. Deformation modulus and, to a 
higher degree, normal stiffness increases with increased normal stress. The 
dependency is most profound at low stresses and diminishes at high stress levels. 
The assumption of stress-independent properties is often justified at stress magni­
tudes exceeding some 20 NlPa. 

Figure 56. Schematic cross section of a fracture zone illustrating material proper­
ties E and u and normal stiffness¾ (¾1:t: ¾2 :t: ¾3)· 

Modulus of deformation 

In rock engineering a number of empirical methods are commonly used to 
estimate the modulus of deformation of rock masses on the basis of borehole 
geomechanical data. To evaluate the applicability of some of these methods to 
fracture zones, an attempt was made to estimate the modulus of deformation of 
three fracture zones, all investigated by core drilling (chapter 6). Results are 
summarized in Table 12. It is found that the empirical methods are applicable to 
slightly disturbed zones with moderate fracturing, but not to intensely sheared 
zones displaying heavy fracturing and abundance of poor-quality material. The 
results suggest that 15-25 GPa are reasonable estimates for the modulus of 
deformation of the former category of fracture zones, and thus provide upper 
bound estimates for the latter. Lower bound estimates can not be obtained from 
borehole data. All values discussed refer to a stress level of 5-10 MPa. 

The values above are comparable to those of altered contact zones in mines 
which typically fall within the range 10-25 GPa. The contact zones are comprised 
of rock types such as chlorite schists and sericite quartzites of very poor quality. 
It is felt that they are mechanically quite similar to altered sections found in many 
fracture zones. 
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Table 12. Summary of results from trial application of empirical methods to 
estimate the modulus of deformation of three fracture zones. 

Fracture Zone Result 

Fracture Zone 2, Finnsjon. 100 m Methods applicable with some confi-
wide, moderately fractured with aver- dence. Modulus estimates fall in the 
age fracture frequency 5 m -I. range 15-25 GPa. 

Eastern Regional Zone, Fjallveden. Methods are poorly applicable, and 
90 m wide, average fracture frequency can at best provide an upper bound 
is 20 m-1, but fracture distribution is estimate (5-15 GPa) for the modulus 
uneven. Crushed rock and core loss of deformation. 
account for 11 % of the drilled section. 

Fracture Zone 3, Kamlunge. 1-10 m Methods are not applicable due to poor 
wide, heavily fractured and tectonised. rock quality. 
Up to 27 % of drilled sections pro-
duced core loss or crushed rock. 

Normal stiffness 

The only large-scale measurements of normal stiffness available are those con­
ducted in two fracture zones at URL (chapter 7). For Fracture Zone 2, values 
range approximately 2-5 GPa/m if one considers the entire, some 20 m wide zone. 
For the only 0.4 m wide Room 209 Fracture, values are 50-150 GPa/m. The 
values were obtained through reduction of normal stress by fluid injection and 
refer to stress levels of the order of 1 MPa. The test method is associated with 
uncertainties as regards evaluation procedures and boundary conditions. 

Approximate normal stiffness values may also be calculated for the fracture zones 
considered in Table 12, using the geometrical data and the modulus estimates. 
This yields values of 0.1-10 GPa/m. 

In conclusion, available normal stiffness data for fracture zones are meaningful, 
although they are scattered over three orders of magnitudes. More narrow inter­
vals may be obtained by classifying the data with respect to type and size of the 
fracture zones. For a particular fracture zone, the parameter can show large local 
variations contributed by: i) variations in width, and ii) variations in internal 
characteristics of the zone. 

Shear stiffness 

Full scale observations of the shear stiffness of fracture zone are completely 
absent. Data from essentially laboratory scale experiments are, together with the 
empirical scaling procedures, outlined in chapter 5 and are the only means at hand 



96 

for estimating this parameter. All these data refer to single discontinuities and it is 
not clear how they relate to the stiffness of the system of fractures composing a 
fracture zone. 

The overall impression from the experimental data is that of a very large scatter 
and high sensitivity to normal stress, cf. Figure 22. For a given discontinuity, 
however, shear stiffness is mostly found to be lower than the normal stiffness. 
Ratios between 5 and 50 are typically encountered (Tannant, 1990). As a first 
approximation, it is reasonable to assume that these ratios hold also for fracture 
zones. 

10.3 Stress conditions 

Stress distribution near fracture zones 

Stress measurements at points located tens or hundreds of meters apart often yield 
inconsistent results. There are many examples of measurements in vertical 
boreholes, where both local scatter and more systematic stress variations with 
depth have been recorded. These anomalies in the stress field are generally taken 
to be disturbances caused by nearby, large-scale structures such as fracture zones. 
Furthermore, practical experience from mining provides evidence that fracture 
zones can be accompanied by significant stress alterations, extending at least tens 
of meters away from the structures. 

However, in reviewing data from stress measurements conducted in Sweden, 
no case has been found where it has been possible to unquestionably correlate 
measured stress gradients with the presence of a fracture zone. In many cases, the 
stress data are too few, and/or the structural conditions are too poorly known, to 
allow detailed interpretation. In other cases, alternative explanations to document­
ed stress anomalies may be envisaged. 

In contrast, the data from URL in Canada clearly document a very uneven load 
transfer across Fracture Zone 2. As discussed in chapter 9 and also indicated in 
Figure 57, the measured data can be explained in terms of local stiffness varia­
tions. It may be noted that clarification of the stress situation at URL to the level 
indicated in the figure required a large number of measurements within a compa­
rably small volume. URL is to all likelihood an extreme example because the 
fracture zone is situated in an otherwise little disturbed, granitic environment with 
high stiffness. This boundary condition promotes uneven stress transfer across a 
discontinuity exhibiting local stiffness variations. A more disturbed, and thereby 
softer, environment would produce a more even stress distribution. 

However, even if the contrasts between the fracture zones and their surroundings 
are usually much less pronounced than at URL, it is easy to understand that stress 
measurements in a single borehole intersecting a fracture zone (which is the 
normal situation) can not provide a complete understanding of the stress situation 
around the zone. It merely provides a sample of the complex and locally varying 
pattern of stress transfer. 
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Figure 57. a) Schematic example of stress distribution in the vicinity of a 
planar discontinuity with mechanical properties that do not vary 
over the plane of the discontinuity, resulting in uniform stress 
transfer. 

b) URL - measured normal stresses in different points along 
Fracture Zone 2. 

c) Conceptual model of stress transfer across Fracture Zone 2 
at URL. 
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The URL stress results highlight a measurable consequence of a fundamentally 
important characteristic of fracture zones that was observed in a previous section; 
variations in width, internal structure and topography tend to occur on all scales. 
If present to a significant extent on the scale of a particular problem, these 
features may invalidate simplified representation of fracture zones in mechanical 
models. This is illustrated in Figure 57 which shows the results from the URL 
together with an example of stress distribution around an idealized model of a 
fracture zone. 

Stress as an indicator of frictional strength 

The "frictional balance concept" discussed in chapter 9 postulates that the current 
state of stress in the Earth's crust reflects its shear strength. Additional loading 
will thus lead to self-adjustment by shear deformation of discontinuities at some 
scale. There are a number of arguments that support this theory. The most 
important one is the fact that artificially imposed stress changes, caused for 
example by filling of water reservoirs and amounting only to a few percent or less 
of the preexisting stress field, are often sufficient to induce seismic events, even 
in otherwise aseismic regions. 

It follows from the theory that the frictional strength of the bedrock can be 
inferred from stress measurement results. However, interpretation of data is 
difficult since critical loading at some scale does not necessarily imply that points 
sampled by stress measurements are critically loaded. 

10.4 Borehole methods for fracture zone characterization 

Surface outcrops and boreholes are the main sources of information on the 
characteristics of fracture zones. Occasionally, underground excavations enabling 
direct observation are available. It is evident that the possibilities to geometrically 
and mechanically describe fracture zones on the basis of borehole data alone are 
limited. Studies involving both borehole- and underground observations, but 
otherwise representing a diverse collection of purposes and geological environ­
ments, frequently underline the shortcomings of borehole data as compared to 
direct observations from excavations. 

Drawbacks of borehole data include: 

The difficulty to provide adequate sampling of poor-quality materials 
typically encountered in fracture zones (very weak rock, crushed rock, clay, 
fault gouge etc). To some extent, this can be mitigated by using borehole 
geophysical- and geomechanical testing methods. There are, however 
difficulties in converting results obtained by these methods to quantitative, 
mechanical data. 

Reconstruction of the fracture network within fracture zones from borehole 
data is difficult. 
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Boreholes provide one-dimensional "needlestings" through fracture zones. 
Since fracture zones are characterized by local variations in thickness, 
morphology and properties in their own planes, these sections are samples 
drawn from populations that may be highly scattered. 

10.5 Concluding remarks 

The present study has attempted to compile data gathered primarily from case 
studies in rock engineering and various borehole investigations. Other sources of 
information on mechanical characteristics of fracture zones have not been ex­
plored to any significant extent. 

Data refer to examples of the mechanically very heterogeneous group of large 
shear structures falling under the wide definition "fracture zone". The examples 
range in nature and size from distinct fault planes in South African gold mines to 
much more diffuse, and in several respects different, features like Fracture Zone 2 
at Finnsjon. The search has been limited to hard rock environments, but no 
attempt has been made to systematically organize data with respect to different 
kinds of fracture zones. Arranging the results with respect to either size or genetic 
background of the fracture zones would appear logical as a means to minimize 
ranges of variation in mechanical properties and improve interpretation of the 
data. 

However, the data set is too limited to allow any meaningful categorization with 
respect to genetic history of the fracture zones. Size is a better alternative, and 
there are well verified correlations between size (taken as in-plane dimensions) 
and parameters like accumulated shear displacement and width. These relations 
are consequences of the fundamental mechanisms of localized shear deformation 
in the brittle range, and their nature is subject to active research within the field of 
structural geology. There are, however, no similar straight-forward correlations 
between fracture zone size and properties describing strength or deformability. 
Therefore, there seems to be no mechanical grounds for defining different 
categories of fracture zones, referring to size alone as the discriminating parame­
ter. 

Available data show that fracture zones are characterized by geometrical irregular­
ities like undulations, jogs and thickness variations that occur on all scales. This 
finding holds for a wide range of geological conditions and has important me­
chanical implications. One is that the mechanical properties of a particular fracture 
zone are likely to show considerable spatial variation. Another is the difficulty to 
adequately represent fracture zones in geomechanical models. It implies, for 
example, that the substitution of fracture zones with planar frictional features, 
which is a common idealization, may not always be justified. The experiences 
from mining-induced fault slip in deep mines are relevant in this context because 
they represent sustained efforts to understand and predict fault zone shear behav­
ior. Furthermore, the mining environment has the advantage of providing distinct 
feed back in terms of fault displacements as a function of mining, allowing the 
quality of predictions to be evaluated. For the particular kind of fracture zones 
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dealt with in these mines, standard geomechanical modelling tools have been 
found essentially incapable of predicting the mode of shear deformation. Further­
more, it has been found more rewarding to direct research efforts towards case­
by-case determination of fault zone geometry and development of qualitative 
understanding of shear behavior, rather than towards detailed determination of 
"traditional" strength parameters. It is believed that a similar approach would be 
beneficial in attempting to predict fracture zone behavior under load conditions of 
concern to nuclear waste disposal in hard rock. 
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