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Preface 

The idea of simulating double-packer tests in heterogeneous porous media arose during 

meetings and discussions conducted by SKB - the Swedish Nuclear Fuel and Waste 

Management Company in conjunction with the SKB 91 and the Aspo Hard Rock 

Laboratory projects. The far-field hydraulic modelling undertaken in these two projects is 

mainly performed with two computer codes called HYDRASTAR and PHOENICS, . 
respectively, which both use heterogeneous porous media concepts. 

Two important constraints shared by the two modelling scenarios are the linme ..... amount 

of hydraulic conductivity data for the model set-up, and the huge volumes of rock being 

modelled. Typically, it has been necessary to resort to single-hole measurements such as 

fixed-interval double-packer tests. The body of these tests are carried out with short test 

section lengths (straddle intervals). Accordingly, the data used for far-field modelling have 

been regularised (scaled-up) in order to fit the comparatively coarser numerical discretisa­

tion. The objectives of this study are to closely examine the support scale of double­

packer tests and to discuss some tentative possibilities to improve present interpretation, 

regularisation and modelling techniques based on the stochastic continuum analogue. 

The transmissivity value determined with a double-packer test depends to some extent on 

the interpretation method used, and the interpretation procedure is therefore a debatable 

subject. As a natural consequence of the support scale studies, some of the methods used 

for interpreting constant-head injection tests within the Swedish nuclear waste repository 

programme are compared and ambiguities observed in relatir• · · ~·er: 'c,ts are discussed. 

The author is grateful for the financial support from~· . me valuable comments 

of Mr. Jan-Erik Andersson, GEOSIGMA, Mr. Joel '- ~:, GOLDER GEOSYSTEM, Dr. 

J. Jaime G6mez-Hernandez, UPV, Dr. Roger Thunvik, KTH, Dr. Clifford Voss, USGS, 

and Mr. Anders Winberg, CONTERRA. 
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Abstract (English) 

Flow in fractured crystalline (hard) rocks is of interest in Sweden for assessing the post­

closure radiological safety of a deep repository for high-level nuclear waste. Depending 

on the scale of the problem under study different modelling concepts are used. For 

simulation of flow and mass transport in the far field different porous media concepts are 

often used, whereas discrete fracture/channe~ network concepts are often used for near­

field simulations. Due to lack of data, it is generally necessary to have resort to single­

hole double-packer test data for the far-field simulations, i.e., test data on a small scale are 

regularised in order to fit a comparatively coarser numerical discretisation, which is 

governed by various computational constraints. It is interesting to note that single-hole 

fixed-interval packer test data are also used as the basis for derivation of the hydro­

geologic properties of discrete fracture models, despite the different assumptions regard­

ing the geometry of flow. Obviously, techniques that improve the interpretation and the 

regularisation of single-hole double-packer tests are of paramount interest In the present 

study the Monte Carlo method is used to investigate the relationship between the trans­

missivity value interpreted and the corresponding radius of influence in conjunction with 

single-hole double-packer tests in heterogeneous formations. The numerical flow domain 

is treated as a two-dimensional heterogeneous porous medium with a spatially varying 

diffusivity on a 3 m scale. Two methods which have been traditionally used for interpret­

ing constant-head injection tests within the Swedish nuclear waste repository programme, 

namely Moye's and Jacob-Lohman's formulae, are compared and ambiguities observed 

in relation to real tests are discussed. The Monte Carlo simulations demonstrate the 

sensitivity to the correlation range of a spatially varying diffusivity field. In contradiction 

to what is tacitly assumed in stochastic subsurface hydrology, the results show that the 

lateral support scale (e.g., the radius of influence) of transmissivity measurements in 

heterogeneous porous media is a random variable, which is affected by both the hydraulic 

and statistical characteristics. If these results are general, the traditional methods for 

scaling-up, assuming a constant lateral scale of support and a multinormal distribution, 

may lead to an underestimation of the persistence and connectivity of transmissive zones, 

particularly in highly heterogeneous porous media 
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Abstract (Swedish) 

Kunskap om grundvattnets stromning i sprickigt berg ar av betydelse for sakerhets­

anal yser rorande djupforvaring av utbriint karnbransle. Olika typer av grundvatten­

modeller forekommer beroende pA beriikningsskalan storlek. For fjarrzonsberakningar 

antas ofta att berget kan modelleras som om det vore ett porost medium. For narzonsbe­

rakningar anvands aven sprickmodeller. Bristep pA indata i lamplig skala i samband med 

fjarrzonsberakningar medf"or att man ofta tvingas skala upp s.k. enhAlsmatningar till 

aktuell beriikningsskala EnhAlsmatningar i liten skala forekommer i stora mangder och 

anvands aven for att kalibrera sprickmodeller vid narzonsberiikningar. Med tanke pA en­

hAlsmatningamas relativt sett stora betydelse finns det anledning att se over tolknings-, 

kalibrerings- och uppskalningskoncepten. I denna rapport anvander vi Monte Carlo 

metoden for att undersoka influensradiens relati tolkat transmissivitetsvarde i sam­

band med enhAlsmatningar i starkt heterogena ocD porosa media TvA tolkningsmetoder 

som anvands i Sverige inom forskningen for djupforvaring av anvant karnbriinsle for att 

tolka s.k. vatteninjektionsmatningar vid konstant tryck (Moye och Jacob-Lohman) Jigger 

till grund for de beriilcningsresultat som redovisas. Beriikningsresultaten visar att influens­

radien inte ar konstant utan att denna beror bAde pA de hydrauliska och statistiska egen­

skapema hos det omgivande mediet Detta innebar att de uppskalningsalgoritmer som tra­

ditionellt anvands underskattar uthAlligheten och konnektiviteten hos smAskaliga struktu­

rer med hog transmissivitet. 

vii 



Contents 

Preface 

Abstract 

1 Introduction ................................................ 1 

2 Review of theory ---··------· 3 

3 Numerical flow model ................................... 11 

4 Experimental set-up ___ ............ ___ 21 

5 Data interpretation ....................................... 27 

6 Monte Carlo results ... _________ 37 

7 Conclusions ...................................................... 45 

8 Disc~on ......................................................... 49 

Nomenclature 

References 

ix 



Chapter 1 

Introduction 

Depending on the scale of the problem under study different modelling concepts are used 

in Sweden for assessing the post-closure radiological safety of a deep repository for 

high-level nuclear waste in fractured crystalline (hard) rocks. For simulation of flow and 

mass transport in the far field different porous media concepts are often used, whereas 

discrete fracture/channel network concepts are often used for near-field simulations. Due 

to lack of data, it is generally necessary to have resort to single-hole double-packer test 

data for far-field simulations. That is to say, test data on a small scale are regularised in 

order to fit a comparatively coarser numerical discretisation r ,ee, e.g., Gustafson et al., 

1989; Svensson, 1991; Norman, 1992), which is governed by va7ious computational con­

straint1,. It is interesting to note that single-hole fixed-interval packer test data are also 

used as the basis for derivation of the hydrogeologic properties of discrete fracture 

models, despite the different assumptions regarding the geometry of flow (see, e.g., Geier 

and Axelsson, 1991; Geier et al., 1992). Obviously, techniques that improve the interpreta­

tion and the regularisation of single-hole double-packer tests are of paramount interest 

The present study attempts to address and support the early stages of hydrogeologic 

characterisation for a high-level radioactive-waste repository in fractured hard rocks using 

the stochastic continuum analogue on a 3 m scale. Thus, the main assumption made in 

this study is that fractured hard rocks can be treated as highly heterogeneous porous 

media on the scale of interest The Monte Carlo method is used to investigate the relation­

ship between the transmissivity value interpreted and the corresponding radius of 

influence for single-hole double-packer tests. The objective is to closely examine the 

lateral support scale (e.g., the radius of influence) of double-packer tests and to discuss 

some tentative possibilities to improve present interpretation, regularisation and modelling 

techniques. The interest for single-hole double-packer tests reflects the likelihood that the 

early screening of the rock mass will be conducted with a limited number of boreholes; 

the best use of the drilling resources will likely require distributing boreholes over a large 

area, rather than concentrating them in the small area that would be useful for interference 

testing. Single-hole testing is thus likely to be one of the primary methods for investigat­

ing the hydrogeologic properties of the rock mass. 
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This study simulates one of the more frequently test methods used, namely the constant­

head injection test, and examines numerically its application to transient groundwater flow 

in a confined two-dimensional slab of porous rock, see Figure 1. Hence, the present study 

deals with a highly heterogeneous porous medium in two dimensions which has a spatial­

ly varying diffusivity. The spatial variability is assumed to be multinormal on a 3 m scale. 

Two methods which have been used for interpreting constant-head injection tests within 

the Swedish nuclear waste repository programme, namely Moye's and Jacob-Lohman's 

methods, are compared and ambiguities observed in relation to real double-packer tests 

are discussed. The recovery portion of a constant-head injection test is not simulated in 

this study, although it is used within the Swedish nuclear waste repository programme 

(see, e.g., Nilsson, 1989, 1990). However, we 'argue that Cooper-Jacob's method, which is 

the method used for interpreting the recovery portion, is constrained by the same assump­

tions about the flow regime as the Jacob-Lohman method. 

056mm 

I'' 

(153 X 153 X 3) m3 

Fig. 1 Perspective view of the borehole and the grid geometry of the numerical flow domain. The thick­
ness of the horirontal slab is conceptual. The heterogeneity generated corresponds to the statistics 
of transmissivity measurements made in slim core boreholes on a 3 m scale. 

2 



Chapter 2 

Review of theory 

In transient groundwater flow, the mass balance equation for a control volume of a 

saturated porous medium becomes 

a -
- ( <I> p ) + V • (p q) = 0 ar w w 

(1) 

where </J is the effective porosity of the porous medium, Pw is the density of the ground­

water, and q is the volumetric groundwater flow (flux). For the general case of an aniso­

tropic porous medium the flux is given by Darcy's law, which can be written as 

~ 
q=-

k (2) 

where k is the intrinsic permeability tensor of the porous medium, Jlw is the dynamic 

viscosity of the groundwater, Pw is the pressure of the gn 'Jndwater, g is the acceleration 
A 

due to gravity, and z is the vertical unit vector pointing upwards. If the porous medium is 

of constant porosity and its intrinsic permeability is isotropic and homogeneous, and if 

the groundwater density and viscosity are constant, a combination of the mass balance 
equation and Darcy's law can be written as 

(3) 

which is known as the diffusion equation. In equation (3), h denotes the hydraulic head, 

which is defined as h = ( Pw f Pw g ) + & , where & is the elevation head from a given 

datum. Ss is the specific storage coefficient, which is a material property of the porous 

medium and represents the volume of groundwater that a unit volume of the aquifer 

releases from storage for a unit decline in hydraulic head. K is the hydraulic conductivity 
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of the aquifer and is a material property of both the porous medium and the fluid. For the 
special case of horizontal transient flow in a confined two-dimensional aquifer of constant 
thickness b, equation (3) simplifies to 

2 2 
ah ah S dh 

+-- ---
dX2 ay 2 T ar (4) 

where S = Sj, and T =Kb.Sand T denote the storativity and transrnissivity of the aquifer, 
respectively. Equation (4) is the equation considered in this study, however, for a hetero­
geneous porous medium with a spatially varying diffusivity T/S, i.e., in the numerical flow 
model, the spatially varying diffusivity is constant valued within each element 

The flow geometry associated with equation (4) is radial; the flow lines radiate in all 
directions perpendicular to the hole axis. In a homogeneous porous medium, radial flow 
occurs in well tests where the entire thickness of aquifer lies within the test zone; a fully 
penetrating well. Classical interpretation methods for well tests in aquifers generally 
assume a homogeneous porous medium and simple flow geometries such as linear, radial, 
and spherical flow, see Figure 2a. Recently, the concept of fractional dimensions (Barker, 
1988) has been introduced for interpreting hydraulic tests, see Figure 2b. In Sweden, 
fractional dimension analyses have so far been applied to test data from Stripa (Doe and 
Geier, 1990) and from Finnsjon (Geier and Axelsson, 1991; Geier and Doe, 1992). 

It is important to note that well tests measure transrnissivity and not hydraulic conduct­
ivity K. For a fully penetrating well in a homogeneous porous medium, the average 
hydraulic conductivity is calculated from the transrnissivity by taking b as the thickness of 
the aquifer, i.e., K = T/b. However, for borehole tests such as the constant-head injection 
test, b is not readily defined. This is particular true for the short packer spacings 
commonly used to calculate the hydraulic conductivity of hard rocks in Sweden, where 
packer spacings of the order of a few metres (or less) have been used at several sites such 
as Finnsjon, Stripa, and Aspo (see, e.g., Carlsson et al .• 1980; Holmes, 1989; Nilsson, 
1989, 1990). 

Traditionally, the b used for calculating the hydraulic conductivity in conjunction with a 
constant-head injection test is simply the packer spacing L between the double-packers, 
despite facts such as (I) the test section covers only a small portion of total thickness of 
the rock tested and (iz) only a small portion of the test section is conducting fluid, i.e., 
groundwater flow takes place in the fractures intersecting the test section. 
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n=l 

Pumping 
Source 

A=kr 1 

Pumping 
Source 

Fig. 2a Schematic view of integer-value flow geometries; linear, radial, and spherical flow (reproduced 

from Ball et al., 1992). 

A=krP,p<o 

• 
SOURCE 

< 1 Dimensional flow 

• 
SOURCE 

> 3 Dimensional flow 

l>wa.f-1.ot 0..: CD-ll-,0 - ID 

Fig. 2b Schematic view of flow geometries with fractional dimensions, i.e., dimensions intennediate to 

the integer-value dimensions (reproduced from Ball et al., Im). 
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Groundwater flow and mass transport in fractured hard rocks occur in fractures planes. 

The intuitive way to model flow and transport in such a system is to use a fracture or 
channel network analogue (see, e.g., Long et al., 1982; Robinson, 1984; Dershowitz, 

1985; Cacas etal., 1990a,b; Dverstorp, 1991). However, due to the severe computational 
constraints caused by the scale of the problem relative the kind of information that is 

required for setting up a representative fracture flow geometry, different continuum 

approximations are frequently used for modelling far-field groundwater flow and mass 

transport in fractured hard rocks. 

The single-porosity approximation (Hubbert, 1956; Bear, 1972) and double-porosity 

approximation (Barenblatt et al., 1960; Warr7n and Root, 1963, Duguid and Lee, 1977) 

represent so called deterministic continuum approaches. The approach adopted in this 

study is the stochastic continuum method (Neuman 1987, 1988), which can be looked 
upon as an alternative to both the traditional effective porous medium concept and the 

discrete fracture or channel analogue. Neuman (1988) advocated that packer spacings 

which exceed the mean spacing of coated fractures by not more than one order of magni­

tude should yield data amenable to treatment by the stochastic continuum method on that 

scale in most hard rocks. 

In Figures 3 and 4, transmissivities from one of the boreholes at Aspo Hard Rock 

Laboratory are shown. The fixed-interval contant-head injection tests were run for 10 

minutes (cf. Nilsson, 1989). The test section length (packer spacing) was 3 m, and the 
interpretations were made with Moye's formula (Moye, 1967), which can be written as 

(5) 

where Tm is Moye's transmissivity, Q(t) is the volumetric flow rate of water at the end of 

the injection period, H is the excess injection head, L is the length of the test section, and 

r w is the borehole radius. A description of the test procedure used in Sweden in con­

junction with constant-head injection tests and Moye's formula is found in, e.g., Almen 
et al. (1986) and Andersson et al. (1988). Moye's formula assumes: 

• porous medium 
• steady-state flow 
• homogeneous hydraulic conductivity 
• cylindrical flow near the well and spherical flow at a distance which is related to the length of the 

test section (packer spacing). 

6 
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Fig. 3 Plot of 3 m transmissivities vs. depth for borehole KAS03 at AspO Hard Rock Laboratory. 
The transmissivities are computed with Moye's formula t = 10 minutes. 
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Fig. 4 Nonnal probability plot of 3 m transmissivities for borehole KAS03 at AspO Hard Rock 
Laboratory. The transmissivities are computed with Moye's formula t = 10 minutes. 
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Braester and Thunvik (1982, 1984) compared Moye's formula (and Hvorslev's formula, 
which is also commonly used in geotechnical practice) with an analytical solution derived 
by Dagan (1978) and with a numerical solution of their own. A few of their conclusions 
are of interest for the present study, among others, that: 

• conductivity heterogeneities in the region below and above the packers have no significant influence 
on the calculated conductivity of the tested section between the packers 

• a low conductivity region close to the borehole due to, e.g., mechanical clogging and chemical scaling 
distorts significantly the representative conductivity of the rock mass 

• Moye's formula is dominantly a two-dimensional flow equation, where the errors due to spherical 
flow result in the derived conductivity being an overestimate, see Figure 5 

• Moye's formula may be applied also to discontinuous media, despite the fact that the flow pattern in 
the two types of media are widely differenL 

0.4 

0.3 

0.2 

0.1 

Q 

2nKLH 

Dimensionless flow 
from borehole 

~ 
2 ~~, 3---, :,..~ 

1 NUMERICAL SOLUTION (BRAESTER & THUNVIK) 
2 DAGAN (1978) 
3 HVORSLEV (1951) 
4 MOYE (1967) 

4~ .. ~­~-.....:::::-~ .. 
--::::::-~-~---.;: -=== -~=--

' d· 1 I. -=-._....._ ------- ong term ra 1a so utIon _______________ _ 

O-+----..-----,.----.----..-----,.----.--~ 
1.0 1.5 2.0 2.5 3.0 3.5 4.0 

Log l/rw 

Fig. 5 Spherical flow effects as a function of borehole radius and test zone length for constant-head tests 
(reproduced from Black and Barker (1987) who refer to Braesttt and Thunvik, 1984). 

The conclusion of Braester and Thunvik (1982, 1984) that a vertical heterogeneity has no 
significant influence on the calculated transmissivity of the tested rock between the 
packers is interesting. However, it may be an artifact of studying an axi-symmetric flow 
domain, i.e., the authors studied steady-state flow from a well into a fonnation of layered 
heterogeneity. Hence, in order to be more conclusive on this issue a model that simulates 
three-dimensional flow in a formation of more irregular heterogeneity is required. 
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Figure 5 shows spherical flow effects for various test section lengths at steady-state flow. 

It implies that spherical flow effects increase for log 10(L/r w) ::;; 4, but that the phenomenon 

is comparatively unimportant Nevertheless, one may still argue that the two-dimensional 

flow domain used in this study is debatable because a test section length of 3 m and a 

borehole radius of 0.028 m yields that log 10(L/r w) = 2 and Q/21CT mH = 0.2. 

There are two pertinent conditions that may justify a two-dimensional flow model for 

studying the support scale of double-packer tests. Firstly, the flow regime of a double­

packer test with a short test section length is probably radial at early times rather than 

spherical. Secondly, vertical boreholes intersect predominantly horizontal structures. As 

an alternative to the tacit assumption that fractures can be treated as homogeneous planar 

structures, the numerical flow model used in this study can also be used for studying flow 

in a heterogeneous fracture plane (cf. Tsang and Tsang, 1989). 
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Chapter 3 

Numerical flow model 

The purpose of the numerical flow model is to simulate the hydraulic response in space 

and time of a constant-head injection test between a pair of packers. The boundary condi•• 

tions for this kind of test is readily simulated with a Dirichlet condition at the position of 

the borehole, i.e., a prescribed head corresponding to the excess injection head. The 
Galerkin formulation of the finite element method to the chosen equation of groundwater 

flow - equation (4) - is used together with a backward difference formulation to the time 
derivative of the hydraulic head. In other words, the final formulation results in a system 

of equations that can be written in matrix form as 

( [CJ + At [K]) (h)1 + 61 = [CJ {h), + At (F), + t.t (6) 

where [C] and [K] are the capacitance and conductance matrices, respectively, (h} is the 
hydraulic head matrix, t is time, and {F} is the specified flow matrix. 

In Figures 6-8, the parameter grid and the finite element mesh are shown. The conceptual 

area of the numerical flow domain is (153 m)2 corresponding to 2,601 (3 m) 2 blocks, see 

Figure 6. The finite element mesh consists of 5,472 bi-quadratic quadrilaterals (9 node 

Lagrangian family) and the numerical integration is made with 9 Gauss integration nodes. 

The total number of nodes is 22,192. The innermost grid block is discretised into 252 

elements, see Figure 7, and has a hole in the centre representing the borehole ( cf. Figure 

1). The borehole radius is about 0.028m, see Figure 8, which equals the nominal borehole 

radius of the core drillings used within the Swedish nuclear waste repository programme. 

A logarithmic time step of ln(;.+ 11;.) = ln(I0)/5 is used, i.e., five observations per log10 

time cycle. Equation (6) is solved with a front solver (Duff, 1981). During the simulations 

the hydraulic head value of the boundary nodes on the borehole perimeter is fixed to 20 

m, see Figure 8, which equals the excess injection head used within the Swedish nuclear 

waste repository programme. The recovery period that follows after a terminated constant­

head injection test is not simulated in this study. 

11 
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Fig. 6 The parameter grid (top) and the finite element mesh (bottom). 
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Fig. 7 The finite element mesh (top) and the discretisation of the innennost grid block (bottom). 
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Fig. 8 The discretisation of the innennost grid block (top) and the 16 nodes defining the borehole 
(bottom). The arrows indicate injection. The excess injection head is 20 m. 
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In order to verify the solutions obtained with the numerical flow model, flow rates and 

hydraulic heads are calculated for three reference cases denoted A, B, and C, see Table 1. 

The evaluation of the hydraulic properties of the flow fields simulated is made with both 

Jacob-Lohman's graphical solution technique (Jacob and Lohman, 1952) and Moye's 

formula. Figure 9 shows the graphical solution technique and Figure 10 shows a plot of 

the data in Table 1. Jacob-Lohman 's formulae for calculating the transmissivity Ti and the 

storativity Si from the straight line can be written as 

T• = 0.183 
1 H A(l/Q(t)) 

(7a) 

T- (2.13-(l/Q(l)}imil) 

S j = 1 10 A(l/Q(t)) (7b) 

'w 
where A(l/Q(t)) is the change in flow rate during a Iog10 logarithmic time cycle and 

1/Q(t)i min is obtained by extrapolating the straight line to 1 minute. (The graphical 

technique and formulae used (Cooper and Jacob, 1946) for interpreting the recovery 

period (see, e.g., Nilsson, 1989, 1990) are about the same as those of Jacob-Lohman.) 

As shown in Figure 9 the duration of the injection period simulated is 15 minutes, which 

equals the period of time used in conjunction with 3 m packer tests within the Swedish 

nuclear waste repository programme. Andersson et al. (1988) report that occasionally the 

test period can be prolonged up to 120 minutes. In a real field test situation, it is generally 

impossible to maintain a constant injection head during the first 10 to 100 seconds from 

the onset due to technical constraints, which means that the flow rates recorded during this 

period of time are not reliable for interpretation. Therefore, whenever a transient 

interpretation is desired using Jacob-Lohman's straight-line approximation, the straight 

line is fitted to the data recorded just before the injection test is shut-in (personal 

communications with Mr. Jan-Erik Andersson, GEOSIGMA, 1992). 

According to theory equations (7a) and (7b) give reliable values of T and S provided that 

there is no borehole skin and that the dimensionless time tn = (Tt)/(Sr w2) is greater than 

1,000. For the three reference cases - A, B, and C - t0 ~ 1,000 while t ~ 12.5, 0.58, and 

0.03 minutes, respectively, and Jacob-Lohman's straight-line approximation is readily 

adapted to the flow rates simulated. As shown in Table 1 and Figure 10, the values of T 

and S calculated with Jacob-Lohman's equations compare well with the reference values. 

Thus, the implementation of the numerical flow model is considered to be verified. 
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Tab. 1 Comparison between the results calculated with Jacob-Lohman •s (Ti and Si) and Moye •s (T,,.) 

formulae. The reference values used (Tref and Sr«t> are called case A, B. and C. respectively. 

! 

Tref 8 ref T. Si Tm J 

; 

(m2/s) (-) (m2/s) CASE i (m2/s) (-) I 
I . 
' 
i 
! 

I 

i 
i 
I 

A i 1.00E-9 9.56E-7 I 9.62E·10 8.22E-7 1.20E-9 

I I 
I I I I I I I -

I I I 

i 
I 

8 j 1.00E-7 4.43E-6 9.19E-8 5.19E-6 8.52E-8 
' 

!. I I 
- ·----·: 

C 1.00E-5 2.06E-5 9.06E-6 2.79E-5 6.57E-6 

I 

Although the flow rate is gradually decreasing with time while transient conditions are 
prevailing, it is generally assumed in geological and civil engineering that the inter­
pretation can be made with a steady-state formula such as Moye's formula. Doe and 
Remer (1981) compared steady-state flow and transient flow analyses. They concluded 
that the error in assuming a steady-state flow is less than one order of magnitude for 
reasonable values of the storati.vity. As shown in Table 1 and in Figure 10, Moye's 
formula gives values of the transmissivity that compare well with the three values inter­
preted with Iacob-Lohman's formula. 
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Fig. 9 Semi-logarithmic plots of l/Q vs. t for the three reference cases studied. see Table 1. The figure 
shows Jacob-Lohman's graphical solution technique - the straight-line approximation. T wand 

T F denote the transmissivities of the borehole block and the surrounding fonnation blocks, 

respectively. 
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Fig. 10 Comparison between the results calculatoo with Jacob-Lohman's (Ti) and Moye's (T,,.) 
fonnulae in relation to the three reference values used, see Tobie 1. 

Although we may consider that the numerical flow model is verified and that the results 
compare well, it is important to note that a good agreement between the two formulae used 
is not evident For instance, the small discrepancies observed in Figure 10 would have 
been different for a three-dimensional flow domain (cf. Figure 5). The inset in the lower 
left comer of Figure 10 indicates that the flow domain in this study is radial and that the 
test section length is L = 3 m. For a test section length of L =30 m, the values of Tm in 
Table I increase by 50%, whereas the values of Ti are unaffected. Moreover, for a 
transient test the volumetric flow rate decreases with time, i.e., the duration of the test 
period affects the value of Tm but not Ti. By way of conclusion, the good agreement 
obtained in this study is to some extent explained by the chosen values of the dimension­
ality of the flow domain, the test section length, and the duration of the test period. How­
ever, the data used for the model set-up in are in accordance to real specifications includ­
ing the implicit assumptions made while using Moye's and Jacob-Lehman's formula for 
interpretation. 
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Doe and Remer (1981) concluded further that the success of applying a steady-state flow 

formula to some extent depend on the assumed value of the radius of influence. For 

instance, in Moye 's formula the radius of influence is replaced by the length of the test 

section. Thus, the geometric factor is in this case devoid of any notion about the radius of 

influence, which leads to an uncertainty about the volume of rock affected. However, in 

Thiem's formula (1biem, 1906), which is the equation used by Doe and Remer (1981), 

the radius of influence is maintained 

T=Jl_/n('e/ ) 
2rtH /rw 

(8) 

where re is the radius of influence, which in this case corresponds to the radius to an outer 

constant-head boundary. Follo~ing Doe and Remer (1981), we may substitute the flow 

rate in equation (8) by the average flow rate injected during the simulation period in order 

to calculate an estimate of re. For reference case B, see Table 1, the calculations yield that 

re = 5.3 m after 15 minutes and that re= 15 m after 120 minutes of injection. For the· 

purpose of this study, we may compare these values with the values computed with 

Cooper-Jacob's expression of the radius of influence valid for a constant flow rate test 

(Cooper and Jacob, 1946; Jacob, 1950) 

✓2.25 T t 
re= S 

(9) 

It is interesting to note that this expression is devoid of any notion about the flow rate. 

For reference case B equation (9) yields that re= 6.8 m after 15 minutes of injection and 

that re = 20 m after 120 minutes of injection. Figure 11 shows the numerical solution of 

the hydraulic head for reference case B after 15 and 120 minutes of injection, respect­

ively. The contoured heads are chosen in a logarithmic fashion between Hand 0.(XHH 

where H is the excess injection head, which in this study is set to 20 m. The two plots 

show that the numerically calculated radius of influence in each case is larger than the 

previous values using the assumptions and formulae described above. After 15 minutes of 

injection the 0.001 H contour (0.02m) is at about 12 m, whereas after 120 minutes of 

injection it is at about 33 m. The head values of the nodes on the outer boundary of the 

numerical flow domain are unaffected. We recall that the plots in Figure 11 correspond to 

a homogeneous porous medium The impact of heterogeneity has an unknown effect as 

yet, although one may expect that the hydraulic conditions closest to the borehole are very 

important 
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T = 1.00E-7 m2/s S = 4.43E-6 

t=15min 

h = [20m, 7m, 2m, 0.7m, 0.2m, 0.07m, 0.02m] 

t = 120 min 

Fig. 11 Numerical calculated radii of influence for reference case B after 15 and 120 minutes of injection. 
respectively. The size of each grid block is (3m)2. 

20 



Chapter 4 

Experimental set-up 

The Monte Carlo method (see. e.g .• Peck et al., 1988; Freeze et al., 1990) is a powerful 

alternative to deterministic numerical modelling of flow and mass transport in a hetero­

geneous medium. Rather than depending on the detailed information about the actual field 

conditions or a number of debatable assumptions, as required by a deterministic model, 

the modelling is carried out under uncertainty. The turning bands method (Mantoglou and 

Wilson, 1982) is used in this study for generating unconditional realisations of correlated 

transmissivities, whereas an ordinary random number generator (Schrage, 1969) is used 

for generating unconditional realisations of non-correlated transmissivities. 

Besides studying the sensitivity to the statistical structure of the transmissivity field, the 

sensitivity to the transmissivity value closest to the borehole is also studied. The idea of a 

borehole giving direct access to virgin unaltered rock is practically a theoretical concept 

In reality, it is important to recognise that the hydraulic properties of the rock in the 

immediate vicinity of the borehole are easily altered by the drilling process. Following the 

petroleum terminology, this is envisaged as a "skin" and its effect on flow into or out of 

the borehole is termed skin effect (see. e.g., Earlougher, 1977). Mathematically. the skin 

factor ~ can have different signs. The sign convention adopted is that a zone of reduced 

transmissivity results in a positive skin factor and vice versa. For deep boreholes in 

fractured hard rocks a negative skin effect is likely to occur due to hydraulic fracturing in 

conjunction with the core drilling. However, the possibility for a positive skin effect due to 

mechanical clogging by the drilling debris should not be neglected. By way of conclu­

sion, the transmissivity value in the immediate vicinity of the borehole is not necessarily 

correlated with the transmissivity field of the surrounding formation. 

The input data to the two random number generators used for generating the transmissiv­

ity values to the grid blocks of the numerical flow model are based on statistical analyses 

of 10-15 minutes long constant-head injection tests made with a double-packer spacing 

of 3 m. The transmissivity values used in this study to derive a characteristic mean, 

variance, and covariance function are interpreted with Moye's formula and come from 

field tests made at the Finnsjon study site and the Aspo Hard Rock Laboratory (see. e.g., 

Nilsson, 1989, 1990; Gustafson et al., 1989; Cvetkovic and Kung, 1989; Liedholm, 
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1991a,b). The input data derived compare well with the hydraulic conditions at the 

Swedish study sites in fractured hard rocks in general (for a statistical overview, see 

Winberg, 1989). 

Based on a large number of observations made in different types of rocks it is generally 

concluded that transmissivity data obey a log-normal frequency distribution (cf. Freeze, 

1975). A relevant example for the conditions encountered in Swedish hard rocks is shown 

in Figure 4, which supports this conclusion. In this study, a median transmissivity value of 

T F = 10-7 rril/s and a log-normal standard deviation of cry= 4, where Y = ln(n, are used 

for generating the block transmissivities of the heterogeneous formation surrounding the 

borehole in each realisation. The generated transmissivity value in the vicinity of the 

borehole in each realisation is replaced by a prescribed value representing an alteration 

due to, conceptually at least, hydraulic fracturing, mechanical clogging, or any other 

relevant process that may cause a positive or negative skin effect. The technique used is 

shown in Figure 12 and should not be confused with conditional simulation, which is a 

totally different concept (see, e.g., Delhomme, 1979; Dagan, 1982). 

T, rrf/s 

Unconditional 
: realisation 

1 o:: :_:: :••···················••::; .... t··························•• \' ~:;::::::::::: 10 , ..... :•,·:;;•·•••·•••·•••••·············~:~r••A• ...... t •t•~::••••••·•••··•·•••••·••···••••:;•••••• ·•••·•·•··••····•··••• 

♦: ♦•• l •♦♦ ♦ ••• : 

.................................................................... J .............................................................................. . :.... .. ... : ·. . .. . 
1 0 _g ··•··•·····················:. ... :........................... * ···················-- ..... ···································•··••·· 

L----------+------------t~X 
Borehole block 

* = Borehole block transmissivity 

Fig. 12 Illustration of the technique used to obtain a prescribed transmissivity value of the borehole. 
block. 

22 



Black and Barker (1987) concluded in their overview of various interpretation errors in 

conjunction with different single-borehole tests, that a steady-state interpretation of the 

transmissivity (e,g,, Moye's formula) is distorted by skin effects, whereas a transient 

interpretation (e.g., Jacob-Lohman's or Cooper-Jacobs's formulae) is unaffected. Figure 

13 shows a comparison between interpretations made with Moye's and Cooper-Jacob's 

formulae for one of the boreholes at the Aspo Hard Rock Laboratory (cf. Figure 3). (We 

recall that the graphical technique and formulae of Cooper-Jacob compare well with those 

of Jacob-Lohman, see Chapter 3.) 

-10 -9 -8 -7 -6 -5 

Fig. 13 Comparison between interpretations made with Moye's (T,,.) and Jacob-Lohman 's (Tj) 

formulae. Borehole KAS03 at A.SIX) Hard Rock Laboratory. L = 3 m and t = 10 minutes. 

The regression line in Figure 13 has a slope close to unity and an intercept close to zero. 

Hence, for this particular borehole there is no systematic difference between steady-state 

and transient interpretations (cf. Doe and Remer, 1981). Locally, however, the differences 

can be quite large. For example, the 95% confidence interval for new predictions covers 

roughly two orders of magnitude, i.e., T m95 'fo = 10±1 TC" where Tm and Tc denote the 

transmissivities of Moye and Cooper-Jacob, respectively. In Chapter 3, we concluded that 

Moye's and Jacobs-Lohman's formulae compare well for a 15 minutes long constant­

head injection test with a double-packer spacing of 3 m in a two-dimensional homo­

geneous formation without borehole skin. Provided that these constraints apply to the data 

plotted in Figure 13 and that the conclusion of Black and Barker (1987) is correct, the 

scattering of the data could be seen as a tentative plot of the skin factor. 
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The experimental set-up used in this study consists of two parts with three cases each, 
which can be described as follows: 

Part 1 <cases P-0 

For a prescribed transmissivity value of the borehole block of T w = 1 O-7 m2/s, three 
values of the correlation range Ry are studied, namely 3 m, 18 m, and 36 m. 

Part 2 Ceases G-n 

For a given input value of the correlation ra~ge of Ry = 18 m, three transmissivity values 
of the borehole block T w are studied, namely 10-9 rr¥-/s, 10-1 m2/s, and 10-5 rr¥-/s. 

The shortest range (3 m) equals the side length of a grid block, see Figures 1 and 6. That 
is to say, although the ordinary number generator generates non-correlated block trans­
missivities there is a perfect correlation (homogeneity) within a block due to the discreti­
sation. The longer ranges (18 m and 36 m) are generated with the turning bands method 
using an isotropic and exponential covariance model C (see, e.g., de Marsily, 1986) 

(10) 

where h is the separation distance and Ay is a correlation parameter defined as the distance 
where the two-point correlation is reduced by a factor e. For such a model the correlation 
range Ry is about 3 Ay. For each combination of T w and Ry 200 realisations are gene­
rated. The different combinations (or cases) are shown in Table 2. The transient flow 
problem is simulated for each realisation using the numerical flow model described above, 
and the transmissivities are inteipreted with Moye's formula. 

Tab. 2 Each case D-I is studied by 200 realisations. The realisations in case D are generated with an 
ordinary random number generator, whereas the realisations in cases E-1 are generated with the 
turning bands method using an isotropic and exponential variogram model For the purly random 
case D, Ry"" Ax= A.y = 3 m, and for the correlation cases E-1, Ry"" 3 Af-. 

Tw (m2/s) 

D: 10-7 

E: 10-7 

F: 10-7 

Ay (m) Ry (m) 

6 

12 

3 

18 

36 

24 

Tw (m2/s) 

G: 10-9 

H: 10-7 

I: 10-5 

Ay (m) Ry (m) 

6 

6 

6 

18 

18 
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As mentioned above, the input data to the two random number generators used for 

generating the transmissivity values to the numerical flow model are based on statistical 

analyses of transmissivity measurements made with a double-packer spacing of 3 m. 

Thus, the conceptual thickness of the two-dimensional horizontal slab is 3 m as well ( cf. 

Figure 1) although the thickness of the slab as such is unimportant for the mathematical 

formulation of the problem. However, using input data derived from statistical analyses of 

an essential vertically orientated piece of information, i.e., measurements in vertical and 

sub-vertical boreholes, for generating a heterogeneous medium in a horizontal plane, 

implies that we indirectly assume that the statistical structures reported in the literature are 

statistically isotropic. The latter assumption cannot be verified in general due to lack of 

data. According to Winberg (1991), a geostatistical analysis of transmissivity data from 

boreholes of varying orientation in the Stripa mine, indicates a statistically isotropic co­

variance structure. 

We consider it important to stress that a consistent geostatistical analysis of borehole 

transmissivity data implies that: (z) the transmissivities have a constant support scale, e.g., 

a constant radius of influence, and (iz) transmissivity heterogeneities in the region below 

and above each test section have no significant influence on the transmissivity of the 

tested section between the packers. However, none of these conditions is evident. In 

particular, the assumption about a constant support scale is debatable. 

Besides the transmissivity field, the storativity field is also considered to be hetero­

geneous in the present study. Rock compressibility data given by de Marsily (1986) are 

used in combination with an empirical relationship between the hydraulic conductivity K 

and the effective porosity tf> of the rock mass of Swedish hard rocks suggested by 

Winberg et al. ( 1990) who refer to data reported by Carlsson and Olsson ( 1981) 

ln(tp) = 0.34 ln(K) (11) 

The resulting positive 3✓ relationship between the log-storativity and the log-transmissiv­

ity fields is shown in Figure 14. By way of conclusion, the random variable in this study 

is not the transmissivity but the diffusivity T/S. Field observations of the storativity in 

fractured hard rocks are very sparse, but the 3✓ relationship between S and T shown in 

Figure 14 is considered to be relevant for the conditions at the Finnsjon study site 

(personal communications with Mr. Jan-Erik Andersson, GEOSIGMA, 1992). 

Following equation (9), re is proportional to ✓(T/S). For a 3✓ relationship between S and 

T we may therefore expect, at least as a working hypothesis, that re oc 3✓T. If a relation-

25 



ship of this order is assumed to be appropriate for the natural conditions in fractured hard 

rocks, re will vary with two orders of magnitude when T varies six orders of magnitude. 

According to the transmissivity data shown in Figure 3, such a range in T is not irrelevant 

Consequently, the doubts raised in this study about a spatially varying support scale in 

conjunction with conventional double-packer tests are considered to be justified. 

-I --Cl) -6 -0 

rtI 
-7 

-14 -13 -12 -11 -1 0 -9 -8 -7 -6 -5 

Fig. 14 Assumed relationship between the storativity and the transmissivity fields. 
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Chapter 5 

Data interpretation 

The interpretation of the numerical simulations is automated. However, it is necessary to 

show and discuss a few figures that illustrate the intermediate steps of the data analysis 

before presenting the results. Figure 15 shows an example of one of the realisations 

studied, which in this particular case is generated with the turning bands method using an 

isotropic and exponential correlation with T G = 10-7 m2/s, O'y = 4, and Ry == 18 m. The 

variability of the transmissivity field in Figure 15 is divided into eight percentiles, where 

light colours represent transmissive blocks and vice versa. The heterogeneous medium 

has median transmissivity ofTF = 2.15 • 10-7 m2/s. 

The realisation in Figure 15 is used as input to the numerical flow model three times with 

different values of the borehole block transmissivity corresponding to cases G-1 in Table 

2, i.e., Tw = I0-9, 10-7, or 10-s m2/s, respectively. Figure 16 shows the hydraulic head 

solutions after 15 minutes of injection. For the purpose of this study we define the radius 

of influence re at t = 15 minutes to be equal to the radius of the head contour h = 0.02 m. 

Figure 16 shows that the value of T w has a crucial impact on re and that the envelope of 

re varies with orientation. The irregularity of the envelope is in this study characterised by 

re,min and re.max' which define its minimum and maximum values, and by re.ave and re,std• 

which define its mean and the standard deviation, respectively, see Figure 17. 

In Figure 18, the reciprocal value of the volumetric flow rate is plotted versus time. In the 

upper plot T w = 10-9 m2/s, in the middle plot T w = 10-1 m2/s, and in the lower plot T w = 
I0-5 rnl/s. The different graphs drawn in each plot correspond to the situations shown in 

the insets to the left of the plot The insets denoted #1 correspond to cases A-C in Table 1, 

i.e., a homogeneous formation with T w = T F = I0-9, 10-7, or 10-5 m2/s, respectively. The 

insets denoted #2 correspond to cases G-1 in Table 2, i.e., a heterogeneous formation with 

Tw = 10-9, 10·7, or 10·5 m2/s,respectively. In Figure 18, TF = 2.15 · 10-7 m2/scorre­

sponding to the realisation shown in Figure 15. The insets denoted #3 correspond to a 

homogeneous formation with T F = 1 0-7 m2/s, where the borehole block transmissivity is 

either affected by a positive skin (T w = 10-9 m2/s) or by a negative skin (T w = 10-5 rril/s). 

The lower plot in Figure 18 is shown in Figure 19 and discussed in detail below. 
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From the upper plot in Figure 18 we conclude that for a 15 minutes long constant-head 
injection test it is practically impossible to separate the three situations studied regardless 
of the inteipretation method used. That is to say, for a borehole block transmissivity of 

Tw = 10-9 rril!s (or less) we cannot determine whether the surrounding formation is 
homogeneous or heterogeneous. If the test section between the packers is of low trans­
missivity due to reasons that cause a positive skin, the conditions close to the borehole 
may be severely altered and no longer represent the actual conditions of the surrounding 

formation. Thus, a positive skin will drastically distort fracture network transmissivity 
calibrations as well as geostatistical analyses and conditional simulations. 

For a borehole block transmissivity of T w = 10-7 rril/s (see the middle plot in Figure 18) 
the possibilities for a detailed analysis are slightly improved, whereas the best possibilities 

occur for a borehole block transmissivity of T w = 10-5 m2/s (see the lower plot in Figure 
18). Applying Moye's and Jacob-Lohman's formulae to the three graphs plotted in 

Figure 19 we get the following results: 

Graph[mset #3 (Tw = 10-5 rril/s, Tp = 10-1 m2/s): 

Tm= 3.18 · 10-7 m2/s, Tj = 1.11 • 10-7 m2/s 

Graph[mset #2 (Tw = 10-5 rril/s, Tp = 2.15 • 10-7 m2/s): 

Tm= 8.52 • 10-7 m2/s, Tj = 6.10 • 10-7 m2/s 

Graph!mset #1 (T w = Tp = 10-5 rril/s): 

Tm= 6.51 · 10-6 m2/s, Tj = 9.06 • 10-6 m2/s 

If we compare the upper and middle graphs with the lower graph, we conclude that the 
conditions of the borehole block cease to prevail already after a few tens of a minute. 
Thus, in either case both formulae compare well and reflect the transmissivity of the sur­

rounding formation rather than the transmissivity of the borehole block Further, by 
comparing the results of graph[mset #3 with the results of case Bin Table 1, i.e., 

Graph[mset #3 (Tw = 10-5 rril/s, Tp = 10-7 m2/s): 

Tm= 3.18 · 10-7 m2/s, Tj = 1.11 • 10·7 m2/s 

Case Bin Table 1 (T w = 10-7 rril/s, T F = 10-7 m2/s): 

Tm= 8.52 · 10-8 m2/s, Tj = 9.19 • 10-8 m2/s 

we may infer a few things concerning the numerical flow model and the skin effect. 
Firstly, the differences between Ti and T p reflect to some extent imperfections of the 
numerical flow model but also the uncertainty of fitting a straight line to a data set. 
Secondly, the value of Tm for graph/inset #3 is affected by a negative skin even if is 
almost negligible. The definition of borehole skin can be written as ( cf. Earlougher, 1977) 
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(12) 

where T ~ and r ~ are the transmissivity and the radius of a symmetric zone affected by 

skin, respectively. For graph/inset#3, T~= Tw = 10·5 rril/s and r~= llx/2 =1.5 m. Using 

these values in equation (12) yields that~= - 3.94. Using rw = r~= 1.5 m in equation (5), 
changes Moye's transmissivity from 3.18 • 10-7 m2/s to 6.65 • 10-8 rril/s, which compares 

well with the unaltered transmissivity value determined in case B, i.e., 8.52 • 10-8 m2/s. 

The plots in Figures 16 and 18 clearly demop.strate the sensitivity to the hydraulic condi­

tions in the vicinity of the borehole. As mentioned previously, Black and Barker (1987) 
concluded that an interpretation of the rock transmissivity using Moye 's formula is 

distorted by skin effects, whereas an interpretation using Iacob-Lohman's formula is 
unaffected. However, considering the small differences in the interpretations obtained 

above in relation to Figures 18 and 19, the conclusion made in this study is that Moye's 
and Jacob-Lohman's formulae approximately render the same results regardless of the 

value of the borehole block transmissivity. The practical implication of this conclusion is 
interesting. For instance, Figure 12 shows a comparison between interpretations made 

with Moye's and Jacob-Lohman's formulae for a number of real double-packer tests 
made in one of the boreholes at the Aspo Hard Rock Laboratory. It is not reasonable that 

a varying skin effect is the only cause to the scattering of the data plotted in Figure 12 
considering the result that the difference between the two formulae is small regardless of 

the value of the borehole block transmissivity. 

The good agreement between Moye's and Jacob-Lohman's formulae is of course limited 

by the conditions studied here, namely a 15 minutes long constant-head injection test in a 
perfectly two-dimensional flow domain with an essentially radial flow regime. What are 

the flow conditions for real double-packer tests in natural rocks? Braester and Thunvik 
(1982, 1984) concluded theoretically that for short test section lengths, the flow regime 

around a borehole deviates from being radial to become somewhat more spherical. Jaoob­
Lohman 's formulae assumes a perfectly radial flow regime, whereas Moye's formulae is 

more adaptive to a radial-spherical flow regime (see Figure 5). Thus, for non-radial flow 
regimes, results computed with Moye's and Jacob-Lohman's formulae do not necessarily 

compare. 

Following Barker (1988), the flow around the borehole may take any dimension includ­

ing fractional dimensions, see Figure 2. Geier and Doe (1992) compared interpretations 
made with Moye's formula with interpretations made with the fractional dimension theory 
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for a number of double-packer test data from the Finnsjon study area. They concluded 
that the two methods compare well in many cases but that significant deviations can occur 
in situations where the flow dimension is close to unity, e.g., a situation where an imper­
vious rock mass is intersected by a single channel of high conductivity. By way of con­
clusion, the results obtained in this study together with the results of Braester and 
Thunvik (1982, 1984), Barker (1988), and Geier and Doe (1992) suggest that the scatter­
ing of the data plotted in Figure 12 could be due to, besides skin effects, (1) interpretation 
errors, and/or (il) non-radial flow regimes around the tested sections. 

In Figure 20 the effects of a hypothetical diagonal fracture zone on the radius of influence 
are shown. The purpose of this figure is to stimulate the imagination of how fractional 
dimensions of flow may arise due to site specific conditions of heterogeneity. The forma­
tion the upper plot in Figure 20 is homogeneous with TF = 10·7 m2/s except for a 
diagonal fracture zone (running from the upper left to the lower right comer), which has a 
transmissivity of T z = 10-s m2/s. In the lower plot in Figure 20, the formation is identical 
to that in shown Figure 15 except for the diagonal fracture zone. Thus, the lower plot in 
Figure 20 should be compared with the lower plot in Figure 16. 
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□ +4.20E-02 
<{~~ +2.lSE-07 ~§§::\"\ +8.SOE-07 +3.33E-06 +2.42E-05 

Fig. 15 Example of one of the realisations studied. Note the borehole block in the centre. The realisation 
is used as input to the numerical flow model three times with different values of the borehole 
block transmissivity corresponding to cases G-I in Table 2. 
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Fig. 16 Hydraulic head contours after 15 minutes of injection for the realisation shown i Figure 15. 
The upper contour plot refers to case G, the middle plot to case H, and the lower plot to case I, 

see Table 2. The head contours shown correspond to h = {20, 7, 2, 0.7, 0.2, 0.07, 0.02} m. 
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Fig. 17 The definitions of r,, r,,JflUI, r,,,,_, r,,tZWt and r,,114 refer to the position and the irregularity of the 

head contour h = 0.02 m after 15 minutes of injection. 
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Chapter 6 

Monte Carlo results 

The Monte Carlo method is used in this study to investigate (z) the sensitivity of Tm and 

re.ave to different statistical structures (Ry), see cases D-F in Table 2, and (ii) the relation­

ship between Tm and re.ave for a given statistical structure, see cases G-1 in Table 2. A 

multinormal distribution is assumed for the transmissivity fields generated with a linear 

relationship between log10(T) and log10(S), see Figure 14. The results are shown in Table 

3 and in Figures 21-25. 

Table 3 shows that the different ensemble mean values of Tm and re.ave compare well with 

each other, respectively, and that they also compare well with the values of Tm and re for 

the corresponding homogeneous case B (cf. Table 1). 

Tab. 3 Case Bis a homogeneous formation (cf. Tobie 1). Cases D-F are studied by the Monte Carlo 
method (200 realisations each). The realisations of case D are generated with an ordinary random 
number generator, whereas the realisations in cases E and Fare generated with the turning bands 
method using an isotropic and exponential variogram model. For case D, Ry ""Ax= Ay = 3 m, and 
for cases E and F,Ry = 3 ly. 

Tw (m2/s) TF (m2/s) Ay (m) Ry (m) <Tm> (m2/s) <re.ave> (m) 

B: 10·7 10-7 00 00 8.58 · 10·8 (T ,J 12.5 (re) 

------------------ ------------------------------------------------------------------
D: 10-7 ~ 1 O-7 (median) - 3 8.81 · 10-8 11.5 

E: 10-1 ~ 10-7 (median) 6 18 8.15 · 10-8 12.4 

F: 10-7 ~ 10-7 (median) 12 36 8.11 · 10-8 12.9 

Figure 21 yields that: (z) the variability of re.ave is sensitive to the value of Ry, whereas the 

variability of Tm is comparatively insensitive, and ( u) the distributions of re.ave are fairly 

symmetric or slightly skewed to the right, whereas the distributions of Tm are all clearly 

skewed to the left. Figure 22 shows the three histograms of Tm in detail. The skewness 

suggests that the interpretation of Tm is sensitive to hydraulic resistances. In other words, 

radial flow to/from a point source is in some sense related to serial flow because Tm may 
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be a ''low-valued" estimate of the spatially varying transmissivity conditions. (In serial 
flow the equivalent, or effective, transmissivity is equal to the hannonic mean.) 

The histogram of r e,std in Figure 23 reveals that the envelope of the radius of influence for 
case E (Ry = 18 m) is irregular with an ensemble mean value of <re,std > = 3.40 m. (For a 
homogeneous formation r e,std = 0 m.) The scatter diagram in Figure 23 reveals that the 
expected value and the variance of the irregularity increases with increasing value of r e,ave­
The scatter diagrams in Figure 24 show the irregularity of the envelope in terms of r e,max 

and re,min for cases D-F in Tables 2 and 3. The scatter diagrams show that the expected 
value to the ratio r e.maJr e,min is approximately greater than or equal to 2 regardless of the 
statistical structure imposed. It is only for small values of re that r e,max = r e,min· 

Figure 25 shows two plots of r e,ave versus Tm for three different values of T w• The two 
plots refer to cases G-I in Table 2. The regression line (solid) in the lower plot in Figure 
25 yields that the coefficient of determination is 92% using an exponential regression 
model with re oc (T m)0-31• The two pairs of dashed lines show the 95% confidence inter­
vals for the fitted model and new observations, respectively. The good fit is an important 
result considering our previous discussion about the possibility for a re oc 3✓r relation­
ship based on the linear relationship between /og10(T) and /og10(S) assumed in Figure 
14. Firstly, it verifies the capability of the numerical model for dealing with high trans­
missivity contrasts. Secondly, it implies that simple analytical formulae derived for homo­
geneous media are of interest for heterogeneous media as well, e.g .. , the regression line 
compares well with equation (9). By way of conclusion, the mean hydraulic behaviour of 
the heterogeneous formations dealt with in this study is unchanged and it resembles the 
hydraulic behaviour of the corresponding homogeneous case. It must not be forgotten 
that the results derived here apply to a multinormal distribution for ln(T). The assumption 
of a multinormal distribution can be investigated by calculating the indicator variograms 
for different transmissivity thresholds (cf. Winberg, 1989). However, we argue that it is 
important to first verify that the double-packer tests as such are correctly interpreted. 

The most important implication of the Monte Carlo results is that the support scale of 
double-packer tests in a heterogeneous medium is demonstrated to be a random variable, 
which is affected by both the hydraulic and statistical characteristics of the heterogeneous 
medium. This conclusion is in clear contradiction to what is tacitly assumed in present 
applications of the stochastic continuum analogue to flow in fractured hard rocks (see, 
e.g., Neuman, 1988; Winberg et al., 1990). If the results derived in this study are general, 
the traditional methods for scaling-up, assuming a constant scale of support and a multi­
normal distribution for ln(T), may lead to an underestimation of the persistence and con­
nectivity of transmissive zones. 
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Fig. 21 Box plots of r ~- vs. Ry and T,,. vs. Ry for cases D-F (Ry"' 3 m, 18 m, and 36 m), see Table 3. 
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Chapter 7 

Conclusions 

A two-dimensional numerical flow model is used to investigate the transmissivity and the 

radius of influence of single-hole double-packer tests in highly heterogeneous porous 
media. The spatial variability of ln(D is assumed to be multinormal on a 3 m scale. The 

experimental set-up used corresponds to a 15 minutes long constant-head injection test in 
a slim core borehole, which is a common single-hole test procedure within the Swedish 

nuclear waste repository programme in fractured hard rocks. The conclusions drawn can 

be summarised as follows: 

(a) a positive borehole skin has severe effects on the transmissivity value interpreted 
as well as the corresponding radius of influence 

(b) the transmissivity value interpreted is a complex average of the heterogeneity 
(c) the corresponding radius of influence is irregular and of random nature 

(d) the a priori assumption of an essentially radial flow regime, as implied by the 
traditional interpretation formulae used, e.g., Moye (1967), Cooper and Jacob 

(1946) and Jacob and Lohman (1952), is questioned 
(e) the mean values of the transmissivity and the radius of influence of a double­

packer test in a heterogeneous medium equal the transmissivity and the radius 
of influence of a similar test in a comparative homogeneous medium 

Beginning with the interpretation of transmissivity, we conclude that the hydraulic condi­

tions close to the borehole are extremely important considering the short test period used 

(15 minutes). For a transmissivity value of I0-9 m2/s (or less) in the immediate vicinity of 

the borehole (~1.5 m), it is impossible to tell whether the surrounding formation is homo­

geneous or heterogeneous. Thus, if the flow capacity close to the borehole is altered by 

features that cause a positive skin such as clogging drilling debris, subsequent discrete 

fracture network transmissivity calibrations as well as porous media transmissivity inter­
pretations, geostatistical analyses and conditional simulations will be distorted. Con­

versely, if the flow capacity is altered by features that cause a negative skin such as 
hydraulic fracturing, the aforementioned methods of analysis will reflect some kind of 

average of nearby and distant hydraulic conditions. In other words, the scale of support is 
varying. 
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The sensitivity of transmissivity interpretations to hydraulically resistive regions demon­
strated in this study suggests that flow to/from a point source in a two-dimensional het­
erogeneous domain in some sense is related to serial flow. If this observation is correct it 
implies that the transmissivity value interpreted in conjunction with a single-hole double­
packer test may be ''low-valued" estimate of the spatially varying transmissivity condi­
tions of the surrounding formation (cf. harmonic mean in serial flow). The implications of 
this conclusion are debatable from a safety assessment point of view, because the trans­
missivity value interpreted may not be a conservative estimate of the transmissivity for a 
non-radial flow regime. 

The fact that the lateral support scale of field measurements is not a constant but a random 
variable is clearly demonstrated in this study by means of the Monte Carlo method. The 
results show that the radius of influence is affected by both the hydraulic and statistical 
characteristics of the heterogeneous medium. This conclusion is in clear contradiction to 
what is tacitly assumed in present applications of stochastic continuum concepts for flow 
and mass transport in porous media as well as in fractured hard rocks. If the results 
derived in this study are general, the traditional methods used for scaling-up, assuming a 
constant lateral scale of support and a multinormal distribution, may lead to an under­
estimation of the persistence and connectivity of transmissive zones. This might perhaps 
be of limited importance in conventional porous media applications of moderate hetero­
geneity, but not for assessing the post-closure radiological safety of a deep repository for 
high-level nuclear waste in highly heterogeneous media such as fractured hard rocks. 

The two methods used in this study for interpreting constant-head injection tests, namely 
Moye's formula for steady-state analyses and Jacob-Lohman's formula for transient 
analyses, should compare fairly well only for a truly radial flow regime to/from a borehole 
without skin effects in a perfectly homogeneous formation (see, e.g., Black and Barker, 
1987). This result is also reproduced in the present study using the numerical flow model. 
However, steady-state and transient interpretations of real tests differ in what seems to be 
a random fashion. For the particular borehole discussed in this study, namely KAS03 at 
the Aspo Hard Rock Laboratory in Sweden, the maximum difference is about one order 
of magnitude. The numerical simulations undertaken in this study show that varying skin 
effects alone cannot explain the random differences observed. Therefore, we conclude that 
the a priori assumption of an essentially radial flow regime, as implied by the interpre­
tation formulae used, must be put in question. 

This conclusion is supported by the results of, for example, Braester and Thunvik ( 1982, 
1984), Barker (1988), and Geier and Doe (1992). Braester and Thunvik (1982, 1984) 
concluded that for short test section lengths, the flow regime around a borehole in a 
porous medium deviates from being radial to become somewhat more spherical. Transient 
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interpretation methods such as Iacob-Lohman's or Cooper-Jacob's formulae assume a 

perfectly radial flow regime, whereas Moye 's formula is more adaptive to a radial­

spherical flow regime. Thus, for non-radial flow regimes, results computed with Moye's 

and Jacob-Lohman's (or Cooper-Jacob's) formulae do not necessarily compare. Geier 

and Doe (1992) compared interpretations made with Moye's formula with interpretations 

made with the fractional dimension theory (Barker, 1988) for a number of double-packer 

test data from the Finnsjon study area in Sweden. They concluded that the two methods 

compare well in many cases but that significant deviations can occur in situations where 

the flow dimension is close to unity, e.g., a situation where an impervious rock mass is 

intersected by a single channel of high transmissivity. 

An important result of the Monte Carlo simulations is that the mean values of the trans­

missivity and the radius of influence of double-packer tests in a heterogeneous medium 

equals the transmissivity and the radius of influence of a similar test in a comparative 

homogeneous medium. This result suggests that analytical formulae derived for homo­

geneous media are of interest. The difference between purely random and correlated fields 

shows up in terms of larger variances for the correlated fields. It is important to keep in 

mind that these observations are made for a multinormal type of heterogeneity. 
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Chapter 8 

Discussion 

Many geostatistical concepts used for generating random fields as input to numerical flow 

models origin from techniques developed for mineral exploration. In mining geostatistics, 

basic statistical prerequisites such as independent observations and a constant scale of 

support are fulfilled in the analyses of cores. However, in applications that use data of a 
varying lateral support, which is the general case in hydrogeological problems that use 

hydraulic data from boreholes, the adaptation of the traditional geostatistical methods is 

not evident Nevertheless, this is exactly what is tacitly assumed in many applications of 

the stochastic continuum analogue to flow in fractured hard rocks (see, e.g., Neuman, 

1988; Gustafson etal., 1989; Winberg etal., 1990; Svensson, 1991; Norman, 1992). In 

the work of Norman (1992) an approach to deal with packer-test data on multiple scales is 

suggested and applied to field data from fractured hard rocks. However, the approach 

suggested does not take a varying lateral support into account. Follin (1992) showed that 
statistical regularisation of hydraulic properties in highly heterogeneous porous media is a 

delicate matter because the relation to the original problem is easily lost 

With reference to the results of the present study concerning the varying lateral scale of 

support, i.e., radius of influence, we disagree with the traditional treatment for generating a 

heterogeneous hydraulic conductivity field on a large scale. The technique used for gene­

rating a heterogeneous hydraulic conductivity field on a large scale is debatable. It is 

based on the tacit assumption that the heterogeneity observed on a small scale, as 

determined by fixed-interval transmissivity measurements in single-hole core boreholes, is 

of constant lateral support. Furthermore, it is assumed that the transmissivities can be 

transformed to hydraulic conductivities and correctly regularised to a simple log-normal 

frequency distribution with a support scale that fits a given numerical discretisation. 

Using the results obtained in this study means that statistical regularisation should be 

avoided, i.e., the heterogeneous observed on a small scale should be generated "as is". 

Concerning the resulting computational constraints, we suggest that the coarser numerical 

discretisation should be governed by hydraulic principles rather than, as now, by statistical 

assumptions and traditional numerical modelling techniques. We argue that groundwater 
flow and advective mass transport from a repository located in a comparatively impervious 
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rock mass to a major fracture zone is governed by the most transmissive structures on that 

scale. Thus, the most transmissive structures should not be smeared out but treated as a 
second-order system of "fracture zones". (The second-order system is random, whereas 

the first-order system is deterministic and defined by the conceptual geological model.) 
The heterogeneous flow domain should be discretised numerically in a manner that main­

tains the persistence and connectivity of the second-order zones, whereas the intervening 

resistive regions are lumped into more or less impervious blocks. Because the configura­

tion of the second-order system is random. the Monte Carlo method must be used to 
evaluate the effect of the corresponding uncertainty. Moreover, as the configuration of the 

heterogeneity varies between the realisations, the numerical discretisation will need to be 
specified afresh. 

There are two main problem with the approach suggested. The first problem is to develop 

a technique that takes a varying lateral support scale into account while generating the 

random field. A tentative approach is to develop a hybrid of the sequential indicator 

simulation algorithm (G6mez-Hernandez and Srivastava, 1990). One of the many 

attractive features of this algorithm is that different correlation lengths can be used simul­
taneously. Concerning the problem of numerical discretisation, Follin (1992) presented a 

numerical technique that automatically discretises a highly heterogeneous porous medium 
in two- or three dimensions according to a prescribed cutoff conductivity value. For a 

highly heterogeneous porous medium in two-dimensions, such as the one studied in this 
study, Follin (1992) concluded that the main flow and transport properties are preserved 

despite a frequency distribution cutoff of 25%. Further, the critical cutoff value for the a 

two-dimensional flow problem was found to be about 38%, which compares well with the 

critical probability for the two-dimensional site percolation problem on a square lattice, 

which is estimated to 38.2% (see, e.g., Piggott and Elsworth, 1992). For the three­

dimensional site percolation problem on a cube lattice the critical probability is estimated 
to 71.8% (see, e.g., Piggott and Elsworth, 1992). 
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Nomenclature 

A =Area [L2] 

b = Thickness [L] 

C = Covariance model of Y [/n2(L2T-1)] 

[C] = Capacitance matrix 

{F} = Specified flow matrix 

g = Acceleration due to gravity [LT-2] 

H = Excess injection hydraulic head [L] 

h = Hydraulic head [L] 

h = Magnitude of a two-point Cartesian separation vector [L] 

{h} = Hydraulic head matrix 

K = Hydraulic conductivity [LT-1] 

[K] = Conductance matrix 

T = Permeability tensor [L2] 

L = Length of test section [L] 

Pw = Water pressure [ML•lT-2] 

Q = Volumetric flow rate [L3T-l] 

q = Specific discharge [LT•l] 

Ry = Correlation range of Y [L] 

r = Radius [L] 

re = Radius of influence [L] 

re,ave = Mean value of the radius of influence [L] 

re,std = Standard deviation value of the radius of influence [L] 

re,max = Maximum value of the radius of influence [L] 

re,min = Minimum value of the radius of influence [L] 

rw = Borehole radius [L] 

r~ = Skin zone radius [L] 

s = Storativity [-] 

SS = Specific storage [L-1] 

S,ef = Storativity of reference case [L-1] 

T = Transmissivity [L2T-1] 

TF = Median transmissivity of a heterogeneous medium [L2T-1] 

Tc = Median transmissivity of exp(Y) [L2T-l] 

Tc = Cooper-Jacob's transmissivity [L2T-1] 
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Ti = Jacob-Lohman 's transmissivity [L2T-1] 

Tm = Moye 's transmissivity [L2T-1] 

T,ef = Transmissivity of reference case [L2T-l] 

Tw = Borehole block transmissivity [L2T-l] 

Tz = Fracture zone transmissivity [L2T-l] 

T~ = Skin zone transmissivity [L2T-1] 

t =Time [T] 

tv = Dimensionless time [-] 
X = Cartesian coordinate [L] 
y = Cartesian coordinate [L] 
y = ln(T) [/n(L2T-1 )] 

z = Cartesian coordinate [L] 
A 

= Unit vector in the z direction [L] z 

<P = Effective porosity of porous medium [-] 

Ay = Parameter for an exponential covariance model of Y [L] 

JLw = Dynamic viscosity of water [ML-1 T-1] 

Pw = Water density [ML-3] 

O"y = Standard deviation of Y [ /n(L2T-1)] 

~ = Borehole skin [-] 
V = Gradient operator 

a = Partial derivative operator 
< > = Expectation operator 
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