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Summary

This report documents current scientific knowledge on climate and climate-related conditions, relevant
to the long-term safety of a shallow geological repository for low- and intermediate-level nuclear
waste. The documentation is made to a level required for an adequate treatment in the SR-PSU
safety assessment made for the SFR repository in Forsmark, south-central Sweden. The accounts
given in this report are based on research published in the general scientific literature as well as

on research conducted and published by SKB. Furthermore, the handling of the current scientific
knowledge on climate and climate-related conditions in the SR-PSU safety assessment is described
and compared to the handling in earlier safety assessments performed by SKB.

Climate is not predictable on a 100,000 year timescale, i.e. the time-scale that is covered by the
SR-PSU safety assessment. Therefore, a single most likely climate evolution cannot be predicted
with enough confidence and detail for the analysis of long-term safety. Instead, a range of future
climate developments must be considered in the safety assessment in order to cover the uncertainty
in future climate development. This overall strategy for handling climate in safety assessments is
the same in SR-PSU as in previous safety assessments performed by SKB. It is also a strategy that
is approved by the Swedish regulating authorities and by the society, through the acceptance of

the recurrent SKB programme for Research, development and demonstration.

In addition to the general approach described above, i.e. to use a range of possible future climate
developments, different types of nuclear waste repositories require somewhat different treatments
depending on the character of the waste materials (activity levels and lifetimes of the key radio nuclides
and hence the total time that needs to be covered by the safety assessment), as well as on the repository
concept (barrier material and repository depth). Because of this, the detailed methodology for handling
the evolution of climate and climate-related processes in the SR-PSU safety assessment differs, in
some respects, from the methodology used in previous safety assessments for the planned repository
for spent nuclear fuel in Forsmark (e.g. the SR-Site assessment). The significantly shorter assessment
period for SFR, 100,000 years instead of 1 million years, as well as the considerably shallower
repository depth (¢ 60—140 m instead of 450—470 m), requires more focus on the expected climate
development over the coming tens of thousands of years, including the possible timing of the earliest
period of permafrost growth and freezing of SFR engineered structures.

In the present report, climate-related processes of importance for repository performance and safety
are identified and described. These include 1) development of permafrost and frozen ground, ii) iso-
static and eustatic changes and the resulting relative sea level changes, iii) ice-sheet development and
iv) surface denudation. Furthermore, the current knowledge on past and potential future evolution of
climate and climate-related processes is documented. Finally, four possible future developments of
climate and climate-related processes in Forsmark over the next 100,000 years (here called “climate
cases”) are defined and presented. These include two cases describing prolonged interglacial condi-
tions with climates dominated by global warming, one case with early periglacial conditions with
permafrost development at Forsmark, and one case with repeated conditions reconstructed for the
last glacial cycle, representing a development with only natural climate variability and glacial condi-
tions at Forsmark within the coming 100,000 years. These climate cases together cover the expected
maximum range within which climate and climate-related processes of importance for long-term
SFR safety may vary over the 100,000 year time period analysed in the SR-PSU safety assessment.
The actual development of climate and climate-related processes at the Forsmark site for the coming
100,000 years is expected to lie within the range covered by these climate cases.
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Sammanfattning

Denna rapport dokumenterar nuvarande vetenskapliga kunskapsldge om klimat och klimatrelaterade
forhallanden av relevans for langsiktig sékerhet for ett grunt geologiskt forvar for 1ag- och medelaktivt
radioaktivt avfall. Dessa forhallanden dokumenteras till den niva som krivs for ett &andamélsenligt
omhéndertagande i sédkerhetsanalysen SR-PSU, vilken utfors for forvaret SFR i Forsmark, Uppland.
Informationen i denna rapport &r baserad pa forskningsresultat som publicerats i den allménna veten-
skapliga litteraturen, savél som pé forskning som genomforts och publicerats av SKB. Hanteringen
av den vetenskapliga kunskapen om klimat och klimatrelaterade forhallanden i sdkerhetsanalysen
SR-PSU beskrivs och jamfors med hanteringen av dessa fragor i tidigare sédkerhetsanalyser utférda
av SKB.

Klimat &r inte férutségbart pd en 100 000-4rs tidsskala, vilket dr den tidsrymd som analyseras i
sékerhetsanalysen SR-PSU. Av den anledningen kan inte en mest sannolik framtida klimatutveckling
forutsdgas med tillracklig tillforlitlighet och detaljeringsgrad for analysen av 1dngsiktig sékerhet.
Istdllet méste ett flertal tinkbara framtida klimatutvecklingar inkluderas i sikerhetsanalysen for att
tdcka upp osikerheten i framtida klimatutveckling. Den dvergripande strategin for att hantera klimat
i sdkerhetsanalyser dr densamma i SR-PSU som i tidigare sdkerhetsanalyser genomforda av SKB.
Denna strategi &r ocksa godkénd av svenska berérda myndigheter samt av samhallet i stort, genom
deras godkinnande av SKB:s program for Forskning, utveckling och demonstration.

I tilldgg till det allménna angreppssétt som beskrivs ovan, med ett flertal mojliga framtida klimat-
utvecklingar, kréver olika typer av forvar for radioaktivt avfall delvis olika hantering. Avfallets karaktir
(radioaktivitetsnivaer och livstid for de viktigaste radionukleiderna och foljaktligen den totala tid som
analyseras i sikerhetsanalysen) samt det aktuella férvarskonceptet (barridrmaterial och férvarsdjup)
styr hur klimatfragorna behover hanteras i detalj. Av denna anledning, skiljer sig den detaljerade
metodiken i sékerhetsanalysen SR-PSU i vissa avseenden fran metodiken som anvéndes i tidigare
sikerhetsanalyser for det planerade forvaret for anvint karnbrénsle 1 Forsmark (t ex sékerhetsanalysen
SR-Site). Den avsevirt kortare analysperioden for SFR, 100 000 &r istdllet for 1 miljon &r, samt
forvarets betydligt grundare djup (ca 60—140 m istéllet for 450—470 m), kréver storre fokus pa den
forvantade klimatutvecklingen under de kommande tiotals tusen aren, inklusive den forsta mojliga
tidpunkten for permafrosttillvéxt och frysning av barridrstrukturerna i SFR.

I denna rapport identifieras och beskrivs klimatrelaterade processer av betydelse for forvarets funk-
tion och den langsiktiga sidkerheten. Dessa inkluderar i) utveckling av permafrost och frusen mark,
i1) isostatiska och eustatiska fordndringar vilka resulterar i fordndringar av den relativa havsnivén,
iit) utveckling av inlandsisar, och, iv) denudation vid markytan. Vidare dokumenteras nuvarande
kunskap om forntida- och potentiella framtida utvecklingar av klimat och klimatrelaterade processer.
Slutligen definieras och presenteras fyra tdnkbara framtida utvecklingar av klimat och klimatrelaterade
processer 1 Forsmark for de kommande 100 000 &ren. Dessa inkluderar tva fall med en forléngd period
av interglaciala forhallanden, dominerade av olika grad av global uppvdrmning, ett fall med tidiga
periglaciala forhallanden med permafrosttillvixt i Forsmark, och slutligen ett fall med forhallanden
rekonstruerade for den senaste glaciala cykeln, vilket representerar en utveckling med enbart naturlig
variabilitet i klimat inklusive glaciala forhallanden vid Forsmark inom de kommande 100 000 &ren.
Tillsammans tdcker dessa klimatfall den férvintade maximala spannvidden inom vilken klimat och
klimatrelaterade processer, av betydelse for den langsiktiga sdkerheten for SFR, kan variera under
den 100 000 ar langa period som analyseras i SR-PSU. Den faktiska utvecklingen hos klimat och
klimatrelaterade processer i Forsmark under denna period forvintas ligga inom spannvidden som
tdcks av dessa fyra klimatfall.
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1 Introduction

1.1 Purpose of the report

The purpose of this report is to document current scientific knowledge on climate and climate-related
conditions, relevant to the long-term safety of a repository for low- and intermediate-level nuclear
waste, to a level required for an adequate treatment in the safety assessment SR-PSU. The report also
presents a number of dedicated studies on climate and selected climate-related processes of relevance
for the assessment of long-term repository safety. Based on this information, the report presents

a number of possible future climate developments for Forsmark, the site where the existing SFR1 is
located and where the extension SFR3 is planned (Figure 1-1). The presented future climate develop-
ments (“climate cases”) are used as a basis for the selection and analysis of SR-PSU safety assessment
scenarios in the SR-PSU main report (SKB 2014a). The present report is based on research published
in the general scientific literature as well as research conducted and published by SKB.

1.2 Climate and climate-related processes — importance for
repository performance and safety

Global climate variations associated with growth and decay of permafrost and ice sheets and sea-level
variations influence both surface and geosphere conditions. Freezing of groundwater, changes in
shorelevel and the presence of an ice sheet influence permeability, water turnover, groundwater
pressure, groundwater flow and chemical composition. Further, the presence of an ice sheet influences
rock stresses during different phases of a glaciation.

Climate-related processes addressed in the SR-PSU safety assessment are listed in Table 1-1. This table
is intended to give an overview of the processes considered and possible impacts on repository safety
associated with each process. Further, the climate cases describing the impact of these climate-related
processes are also indicated. The handling of these processes in the SR-PSU safety assessment
scenarios is described in the SR-PSU main report (SKB, 2014a, Section 3.5.1).

Forsmark

300 400 km

Figure 1-1. Location map.
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Table 1-1. Climate-related processes addressed in the SR-PSU safety assessment. The table is
intended to give an overview of the processes considered and associated possible impacts on
repository safety. Climate cases describing the impact of these climate-related processes are
also indicated. In addition, information from the climate programme has been used within several
other SR-PSU activities, see Section 1.6.

Climate-related process Possible impact on repository Climate cases which describe climatic
(Section of this report) safety conditions necessary for the impact
of the climate-related process

Permafrost development (2.1) Lowering of bedrock temperatures  Global warming
causing freezing of concrete and Early periglacial

bentonite barri
entonite barners Weichselian glacial cycle

Shore-level displacement (2.2) Drilling of wells in vicinity of Global warming
the repository Extended global warming
Groundwater flow Early periglacial

Weichselian glacial cycle

Ice sheet development (2.3)  High hydrostatic pressures affecting Weichselian glacial cycle
repository structures

Surface denudation (2.4) Glacial erosion resulting in Weichselian glacial cycle
radioactive waste closer to
the surface after de-glaciation

Global warming (3.3) Ground water recharge by meteoric  Global warming
water over prolonged periods Extended global warming
of time affecting groundwater
geochemistry

1.3  Strategy for managing climate and climate-related processes
in safety assessments

1.3.1 Climate and climate-related changes

Climate-related changes such as variations in shore-level and the development of permafrost and ice
sheets are the most important naturally occurring external factors affecting a repository for low- and
intermediate-level nuclear waste in a time perspective up to 100,000 years (100 ka). Most of the
processes occurring in the biosphere and geosphere are likely to be affected by climate and climate-
related changes in one way or another.

Over the past 2.5 million years (Ma), Scandinavia has experienced multiple cycles of glaciation

(e.g. Ehlers and Gibbard 2004). Cold periods that include ice sheets gradually growing to maximum
extents are known as glacials. These periods alternate with periods of warm climate called interglacials,
with ice sheets of similar extent to those of the present day. A glacial cycle consists of a glacial and an
interglacial. Within the glacial periods, warmer interstadial periods occur, as well as cool stadial periods.
The shifting between glacials and interglacials is depicted for instance in the variation of the content
of the heavy oxygen isotope, '*0, in deep-sea sediments (e.g. Lisiecki and Raymo 2005) which
reflects both the sea-water temperature and the volume of water that has been bound in land-based
ice sheets and glaciers globally, see Figure 1-2.

Figure 1-2 shows that over the last 900 ka, glacial-interglacial cycles of about 100 ka duration

have dominated global climate variation. The time frame of one such 100 ka glacial-interglacial
cycle also constitutes the approximate time period to be covered by the SFR safety assessment.
Current scientific understanding of the climate system suggests that the climate evolution for the
coming 100 ka will differ from the past climate variability seen in e.g. Figure 1-2. It is very likely
that the anthropogenic release of CO, into the atmosphere, together with the future natural variation
in insolation, will result in the present Holocene interglacial being considerably longer than previous
interglacials, see Section 3.3.5.
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Figure 1-2. Variations of 6"°0 in deep-sea sediments over the last 5.5 Ma (Lisiecki and Raymo 2005). High

6"0 values indicate large global ice volume and low sea water temperature, i.e. colder climate conditions,

whereas low 5"°0 values indicate the opposite. The last 900 ka have been dominated by 100 ka long glacial
cycles. Modified from Global Warming Art (2007), after Lisiecki and Raymo (2005).

The choice of climate developments (“climate cases”; Chapter 4) analysed in the SR-PSU safety
assessment is based on current knowledge of the past and potential future evolution of climate and
climate-related processes. A review of current knowledge on past and future climate evolution is
given in Chapter 3.

1.3.2 Strategy for handling evolution of climate and climate-related processes

The handling of climate and climate-related processes in safety assessments must be tailor-made
for each repository concept and waste type to be analysed (Ndslund et al. 2013). Further, climate is
not predictable on a 100 ka timescale. Therefore, a range of future climate developments must be
considered in the safety assessment in order to cover the uncertainty in future climate development.
This range is determined based on scientific knowledge on past, present and future climate evolution,
as well as knowledge of which processes are of importance for the functioning of the repository
concept under consideration.

The overall strategy for handling climate in safety assessments, i.e to make use of a range of possible
future climate developments, is the same in SR-PSU as in previous recent safety assessments performed
by SKB. However, in line with the above reasoning, the strategy for handling the evolution of climate
and climate-related processes in the SR-PSU safety assessment differs in some respects from the strategy
used in previous safety assessments for the planned repository for spent nuclear fuel in Forsmark (e.g.
the SR-Site assessment). The differences are motivated by the different character of the waste materials
(activity levels and lifetimes of the key radionuclides), and hence the total time that needs to be covered
by the safety assessment, as well as by the repository concept (barrier material and repository depth),
see further Néslund et al. (2013). The radioactivity of the nuclear waste in SFR decays to low levels
in the first tens of thousands of years, motivating a total safety assessment period covering ¢ 100 ka.
In contrast, the safety assessment for a spent nuclear fuel repository needs to cover the next 1 Ma due to
the considerably larger inventory of long-lived radionuclides. The shorter assessment period for SFR, as
well as the considerably shallower repository depth (c 60—140 m instead of 450—470 m), requires more
focus on climate development over the coming tens of thousands of years, including the possible timing
of the earliest period of permafrost growth and freezing of SFR engineered structures. In comparison,
the timing of this earliest development of shallow permafrost was not of relevance in the SR-Site assess-
ment. Instead, the main question, regarding permafrost and freezing, related to the potential for freezing
to reach the depth of the repository for the spent nuclear fuel (SKB 2011).

In previous safety assessments for low-and intermediate-level nuclear waste (SAR-08) and for
spent nuclear fuel (SR-Can, SR-Site) a reconstruction of the last glacial cycle was used, together
with a wide range of other climate cases, in order to analyse repository safety. In the present safety
assessment, the methodology for analysing the effects of climate change for the SFR repository has
been developed further in comparison with SAR-08. More focus has been put on determining the
timing of the first potential future period of cold climate conditions. To this end, current scientific
knowledge of relevance to this question has been given more weight in the definition of the set of

SKB TR-13-05 11



future climate evolutions relevant for the long-term safety of the SFR. In line with this approach,
the climate case based on repetition of conditions reconstructed for the last glacial cycle has been
given less focus. This is fully in line with the fact that this climate case was not constructed with
the purpose of presenting the possible timing of first permafrost at the Forsmark site. This question
was not of specific relevance in the safety assessment for which the climate case was originally
developed. A dedicated study addessing this question is, on the other hand, included in the SR-PSU
assessment. The main reasons for the difference in the range of future climate evolutions between
the latest SKB safety assessment for spent nuclear fuel (SR-Site) and the current safety assessment
for low- and intermediate-level nuclear waste (SR-PSU) are:

» The time frame of the safety assessment is 100 ka for low- and intermediate-level waste as
compared to 1 Ma for spent nuclear fuel. Thus, the current safety assessment deals with a specific
100 ka period, with atypical characteristics in a 1 Ma time perspective, whereas safety assessments
for high-level nuclear waste need to give weight to a #ypical ¢ 100 ka period (typically including
glacial conditions) in order to describe the full 1 Ma period.

* The scientific understanding of the effect of human activities on long-term climate evolution has
been improved in the last decades. The next 100 ka are expected to be characterised by a prolonged
interglacial lasting for 50, or even 100, ka due to elevated atmospheric CO, concentrations in
combination with small amplitude incoming solar radiation variations.

Definition of climate change and climate domains

There are various definitions of climate change. In the present report, climate change is defined
according to the definition by the Intergovernmental Panel on Climate Change (IPCC), namely as
“any change in climate over time whether due to natural variability or as a result of human activity”
(IPCC 2001). This differs from the definition used by the United Nation’s Framework Convention

on Climate Change (UNFCCC) that defines climate change as “a change of climate that is attributed
directly or indirectly to human activity that alters the composition of the global atmosphere, and that
is in addition to natural climate variability over comparable time periods”. Since climate may change
due to both natural variability and to anthropogenic influences, and both types of change are relevant to
the long-term safety of the SFR, the definition of climate change in SR-PSU follows the one of IPCC.

It is not possible to predict the climate evolution over the next 100 ka. However, based on knowledge
of climate variations in the past and on inferred future climate change, a range within which the climate
of Sweden may vary can be estimated with reasonable confidence over this long time frame. Within
these limits, characteristic climate-related conditions of importance for repository safety can be identi-
fied. The conceivable climate-related conditions can be represented as climate-driven process domains
(Boulton et al. 2001), where such a domain is defined as “a climatically determined environment in
which a set of characteristic processes of importance for repository safety appear”. In the following
parts of the report these climate-driven process domains are referred to as climate domains. For
Forsmark, a site on the Baltic Sea coast, a set of three climate domains were identified. These are
denominated:

» The temperate climate domain.
» The periglacial climate domain.
* The glacial climate domain.

The purpose of identifying climate domains is to create a framework for the assessment of issues of
importance for repository safety associated with particular climatically determined environments that
may occur at the repository location in south-central Sweden. If a repository for low- and intermediate-
level nuclear waste fulfils the safety requirements for plausible climate developments, including the
transitions between climate domains, then the uncertainty regarding the precise extent in time and
space of the climate domains is of less importance.

12 SKB TR-13-05



The temperate climate domain is defined as regions without permafrost or the presence of ice sheets.
It is dominated by a temperate Baltic Sea coast climate in a broad sense, with cold winters and either
cold or warm summers. Precipitation may fall at any time of the year. The precipitation falls either as
rain or snow. The temperate climate domain has the warmest climate of the three climate domains.
Within the temperate climate domain, a site may also at times be submerged by the sea. Climates
dominated by global warming due to enhanced atmospheric greenhouse gas concentrations are
included in the temperate climate domain.

The term periglacial is today used for a range of cold but non-glacial environments. In the periglacial
environment, permafrost is a central, but not defining, element (French 2007). However, for the
present work, the periglacial climate domain is defined strictly as regions that contain permafrost.
Furthermore, the periglacial climate domain is a cold region but without the presence of an ice
sheet. In this climate domain, permafrost occurs either in sporadic (less than 50% spatial coverage),
discontinuous (between 50 and 90% coverage), or continuous form (more than 90% coverage).
Although true for most of the time, regions belonging to the periglacial climate domain are not
necessarily the same as regions with a climate that supports permafrost growth. For example, at

the end of a period with periglacial climate domain the climate may be relatively warm, not building
or even supporting the presence of permafrost. Instead, permafrost may be diminishing. However, as
long as permafrost is present, the region is defined as belonging to the periglacial climate domain,
regardless of the prevailing temperature at the ground surface. This way of defining the climate
domain is used because the presence of the permafrost is more important for the safety function of
the repository than the actual temperature at the ground surface. In general, the periglacial climate
domain has a climate colder than the temperate climate domain and warmer than the glacial climate
domain. Precipitation may fall either as snow or rain. Within the periglacial climate domain, a site
may also at times be submerged by the sea.

The glacial climate domain is defined as regions that are covered by glaciers or ice sheets. Within
the glacial climate domain, the glacier or ice sheet may in some cases be underlain by sub-glacial
permafrost. In line with the definition of the periglacial climate domain, areas belonging to the
glacial climate domain may not necessarily at all times have a climate that supports the presence
of ice sheets. However, in general, the glacial climate domain has the coldest climate of the three
climate domains. Precipitation normally falls as snow in this climate domain.

A simplified glacial cycle constructed for a coastal site impacted by major ice sheets using the above
climate domains is presented in Figure 1-3.

Climate cases and safety assessment scenarios

Based on the scientific knowledge on the influence of enhanced atmospheric greenhouse gas
concentrations and low-amplitude insolation variability in the next tens of thousands of years (see
Section 3.3) a set of three climate cases was defined. These represent different levels of cumulative
carbon emissions due to human activities. The global warming climate case (Section 4.1) represents
medium-level carbon emissions. The early periglacial climate case (Section 4.2) represents low-level
carbon emissions and the extended global warming climate case (Section 4.3) represents high-level
carbon emissions due to human activities. To supplement this range of future climate developments

a climate case based on a reconstruction of the last glacial cycle was defined. The Weichselian glacial
cycle climate case (Section 4.4) represents a climate development dominated by natural variability as
manifested during the past ¢ 100 ka. As described earlier in Section 1.3.2, a future climate evolution
over the next few tens of thousands of years based on a repetition of the last glacial cycle is not in
agreement with current scientific understanding. Because of this and because of the shorter assess-
ment period in the present assessment compared to the one for the repository for spent nuclear fuel,
the Weichselian glacial cycle climate case is given less emphasis than in earlier safety assessments.

The climate domains were used to describe the climate evolution in Forsmark in the climate cases.
The climate cases were in turn used as the basis for the construction of safety assessment scenarios
(SR-PSU Main report; SKB 2014a) (Figure 1-4). The global warming and early periglacial climate
cases were used for the main scenario aiming at describing a reasonable evolution of the repository
system in the next 100 ka. The extended global warming climate case and the Weichselian glacial
cycle climate case were treated as residual scenarios (SKB 2014a).
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Figure 1-3. Simplified glacial cycle constructed from the climate domains (bold text) relevant for assessments
of long-term repository safety at Forsmark. In addition to the climate domains, the illustration also depicts
a terrestrial glacial advance and a marine deglaciation with subsequent submerged conditions (regular
text), in line with the last glacial phase at the Forsmark site. Modified from Selroos et al. (2013).

Climate cases
(Present report)

4. Weichselian glacial cycle
(repetition of last glacial cycle)

Safety assessment
scenario types
(SR-PSU Main report)

Main safety assessment
scenario

Residual scenario

Figure 1-4. Relationship between the climate cases identified and described in the present report for
the SR-PSU assessment, and the associated safety assessment scenario types analysed in the SR-PSU
main report (SKB 2014a).
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1.4  Structure of the report
1.4.1 Overall report structure and authors
Following this introductory chapter, the present report includes three main chapters:

» Identification and discussion of climate and climate-related issues, including reconstructions
for the last glacial cycle and scenarios for the future development of the identified variables
(Chapter 2).

* A description of current knowledge on past and future climate evolution, both globally and
regionally in Forsmark (Chapter 3).

* A description of climate and climate-related conditions for the four climate cases used in SR-PSU
(Chapter 4).

As further described in the SR-PSU Main report (SKB 2014a) the content of the present report has
been audited by comparison with national Features-Events-Processes (FEP) databases from other
assessment projects as compiled by the NEA (Nuclear Energy Agency), see the SR-PSU FEP-report
(SKB 2014b). The models used for the reconstruction of the last glacial cycle and for the assessment
of the potential for future cold climate conditions and permafrost in Forsmark, used in the definition
of the SR-PSU climate cases, are documented in the SR-PSU Model summary report (SKB 2014c),
whereas the data produced from the models are presented in the SR-PSU Data report (SKB 2014¢).
Results from the present climate report are used in the SR-PSU Main report (SKB 2014a) and in
reports supporting the main report.

A list of abbreviations is found at the end of the report.

The present report was written and edited by Jenny Brandefelt and Jens-Ove Nislund, SKB. In this
work, parts of the report have been produced by adaptation of text and figures from 1) the SR-Site
Climate report (SKB 2010a), ii) SR-PSU supporting reports (Brandefelt et al. 2013, Helmens 2013,
Wohlfarth 2103), and iii) selected SR-Site supporting reports (Helmens 2009a, Jansson and Néslund
2009, Kjellstrom et al. 2009, Whitehouse 2009, Wohlfarth 2009, Hartikainen et al. 2010, Olvmo
2010). References to the original reports are made within all respective sections of the report. All
experts that in this way contributed to the present report are included in the SR-PSU expert database.

1.4.2 Structure for description of climate related processes

In discussing each of the various climate-related issues, the following standardised structure has
been adopted.

Overview/general description

Under this heading, a general description of the current knowledge regarding the climate-related
issue is given.

Controlling conditions and factors

The external and internal conditions and factors that control each “issue” are discussed. External refers
to systems that are not part of the described system/feature and that the described system/feature
interacts with. For example, for “ice-sheet dynamics”, the atmosphere and the bed are external
factors and relevant aspects of them are described. Internal refers to conditions and factors governing
system/feature behaviour and that are generally included in models of the system/feature, e.g. for
“ice-sheet dynamics” the creep process of ice. The external and internal conditions and factors are
those that relate to the described behaviour of the system/feature, e.g. for “ice-sheet dynamics” air
temperature, geothermal heat flow and ice properties.

A table summarising the influence of the climate-related issue on the geological barrier of the repository
is presented. The table includes the geosphere variables influenced by the system/feature and the variables
associated with the system/feature that are required to be known to quantify the interaction between
the system/feature and the repository system, e.g. for “ice-sheet dynamics” basal temperature and melt-
rate. In this context, the repository system includes both the geosphere and the engineered barriers.
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Natural analogues/observations in nature

Under this heading observations in nature and, when applicable, present-day natural analogues
regarding the process are summarised.

Model studies

In this section, model studies of the process are summarised. This documentation focuses on process
understanding and, for instance, includes sensitivity analyses. The handling of external and internal
controlling conditions and factors is described, e.g. if spatially and temporally varying internal
conditions considered.

Time perspective

The time scales on which the system/feature operates and changes are documented.

Handling in the safety assessment SR-PSU

The handling of the documented interactions with the repository is discussed. As a result of the
information under this subheading, mappings of the climate-related issues to the method, or methods,
of treatment and, in relevant cases, applicable models are produced. The mappings are characterised
on various time scales.

Handling of uncertainties in SR-PSU

Given the adopted handling in the safety assessment SR-PSU as described above, the treatment of
different types of uncertainties associated with the issue, within that general framework, is summarised
under the following headings.

Uncertainties in mechanistic understanding: The uncertainties in the general understanding of the
issue are discussed based on the available documentation and with the aim of answering the question:
Are the basic scientific mechanisms governing the issue understood to a level necessary for the
suggested handling? Alternative models may sometimes be used to illustrate this type of uncertainty.

Model simplification uncertainties: In most cases, the quantitative representation of a process contain
simplifications, for instance in a numerical model. These may result in a significant source of uncertainty
in the description of the system evolution. Alternative models or alternative approaches to simplifi-

cation for a particular conceptual model may sometimes be used to illustrate this type of uncertainty.

Input data and data uncertainties: The input data necessary to quantify the process for the suggested
handling are documented. The treatment of important input and output data and associated data
uncertainties are described in detail in SKB (2014g), to which reference is made as appropriate.

Adequacy of references

For the description of each climate-related issue, the qualification of key references is described.

1.5 Publications supporting the SR-PSU Climate report
1.5.1 Publications produced for SR-PSU

Within the SKB climate programme, three reports were produced to support the SR-PSU Climate report.
A review of early Weichselian climate was performed by Wohlfarth (2013) to enhance knowledge on
the last transition from interglacial to glacial climate conditions in Sweden, whereas Helmens (2013)
re-examined the last interglacial—glacial cycle based on long proxy records from central and northern
Europe. The aim of the two studies was to describe the complex course of events that took place when
warm interstadial conditions, similar to those at present, turned into cold glacial conditions. Finally,
Brandefelt et al. (2013) analysed the potential for cold climate conditions and permafrost in Forsmark in
the next 60 ka. The purpose was to provide information to the descriptions of the SR-PSU climate cases
and to the analysis of freezing of SFR structures discussed in the SR-PSU Main report (SKB 2014a).
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1.5.2 Publications produced for SR-Site and SR-Can, in parts or in whole
used for the SR-PSU Climate report

Within the SKB climate programme, twelve supporting reports and publications were produced to
support the SR-Site Climate report. Many of the topics that were studied are by necessity linked to
each other and in some cases therefore partly overlapping. Studies on climate, palacoclimate and
Weichselian glacial history were conducted (Helmens 2009a, Houmark-Nielsen 2009, Kjellstrom

et al. 2009 (including erratum Feb 2010), Wohlfarth 2009). A special issue of Boreas (Wohlfarth and
Naslund 2010), with papers on conditions in Scandinavia during a long period prior to the Last Glacial
Maximum of the last glacial cycle, was published as a result of a workshop on this topic arranged by
SKB in 2007 (Naslund et al. 2008). Permafrost development was studied by Hartikainen et al. (2010)
whereas glacial hydrology was studied by Jansson and Néslund (2009). Surface denudation (i.e. weath-
ering and erosion) was investigated by Olvmo (2010), while bedrock borehole temperatures, geothermal
heat and palacoclimate were studied by Sundberg et al. (2009). Various aspects of glacial isostatic
adjustment have been studied, such as sea-level change and shore-level displacement (Whitehouse 2009)
and crustal stresses under glacial conditions (Lund et al. 2009, Lund and Néslund 2009). In addition,
Brydsten et al. (2009) studied extreme sea-levels at Forsmark up until the year 2100. The information on
sea-level to the year 2100 has been updated for SR-PSU within the present report (Section 3.3).

The climate studies performed for SR-Site resulted in a number of scientific publications, or contri-
butions to such publications in peer-reviewed journals, see SKB (2010a, Section 1.4.1).

1.5.3 General scientific publications

In addition to the above SR-PSU, SR-Site and SR-Can studies, a large number of papers from
the general scientific literature have been used as input to the present SR-PSU Climate report.

1.6 Interactions between the climate programme and other
SR-PSU programmes

Data and information from the climate programme have been used within many other parts of
the SR-PSU safety assessment. The main flows of data within the climate programme and to other
SR-PSU activities are summarised in Figure 1-5 and below.

Data on air temperature have been used to simulate the development of ice sheets (Section 2.3.4) and
permafrost (Section 2.1.4 and Hartikainen et al. 2010) and for the evaluation of thermal gradients
and geothermal heat flow (Sundberg et al. 2009).

Data from permafrost simulations have been used to make appropriate selections of conditions when
studying groundwater flow under permafrost conditions as well as for studies of surface hydrology
under a colder climate (Odén et al. 2013).

Data on shore-level change have been used for a description of the past and future evolution of

the landscape as influenced by e.g. the isostatic recovery from the last glacial cycle (SKB 2014f),
for instance in order to model future lake formation. Shore-level data are also used for studying
groundwater flow in potential future situations when the isostatic uplift has progressed further.
Data on permafrost and glacial development have also been used for investigating and for assessing
the potential for freezing of various parts of the repository (SKB 2014a).

SKB (2014g) summarises the data flow to and from all SR-PSU activities.
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Figure 1-5. Main flows of climate- and climate-related data in SR-PSU. Coloured boxes show data within
the climate programme. White boxes show other SR-PSU activities that use data from the climate programme.

1.7 Summary of main changes made since the SAR-08 safety

assessment

Below is a summary of main changes in the SR-PSU Climate report compared with the SAR-08
safety assessment (SKB 2008). In addition to these major changes, all chapters and sections of
the report have been updated.

Complementary and up-to-date studies on Weichselian glacial history are included; these are used
for the description of the reconstruction of the last glacial cycle and the SR-PSU Weichselian
glacial cycle, global warming and early periglacial climate cases.

In order to better describe possible future climate variability and to exemplify climates with the
different climate domains, dedicated climate model simulations have been performed for selected
periods during the last glacial cycle and for a future climate dominated by global warming.

Detailed site-specific permafrost simulations have been performed in 2D, with an improved
permafrost model, complementary to the 1D permafrost simulation performed for SR-Can used
in SAR-08.

Complementary information on shore-level displacement from 3D GIA simulations is included.

Uncertainties in the palacotemperature used for e.g. ice sheet- and permafrost simulations are
better described.

The knowledge and descriptions of possible future climate changes have been updated according
to recent literature.

A dedicated description of transitions between climate domains has been included.
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2 Climate-related processes

21 Permafrost
211 Overview / general description

Permafrost is defined as ground that remains at or below 0°C for at least two consecutive years
(French 2007). This definition is based exclusively on temperature, and disregards the texture,
degree of compaction, water content, and lithologic character of the material. As a result, the term
permafrost does not always equate to perennially frozen ground, since, depending on the pressure
and composition of groundwater and on the adsorptive and capillary properties of ground matter,
water in the ground may freeze at temperatures below 0°C. Therefore, permafrost encompasses the
perennially frozen ground and a surrounding so-called cryopeg, i.e. a ground layer in which water
remains unfrozen at sub-zero temperatures.

Permafrost and perennially frozen ground originate from the ground surface depending on a complex
heat exchange process across the atmosphere-ground boundary layers and on an almost time-invariant
geothermal heat flow from the Earth’s interior. The heat exchange between the atmosphere and the Earth’s
surface is governed by shortwave and longwave radiative fluxes and sensible and latent heat fluxes.

Freezing of water is governed by thermal, hydraulic, mechanical, and chemical processes in the
ground. In addition, freezing of water influences the thermal, hydraulic, mechanical, and chemical
properties of the ground. Thermal properties change from those of unfrozen ground to those of
frozen ground, affecting the heat transfer process. Ice formation in pores of the ground confines
groundwater flow through the almost impermeable frozen ground, therefore altering the overall
groundwater circulation pattern. Ice formation can also cause deformation of the ground and changes
in the mechanical stress state. Frost weathering and degradation of the ground surface and patterned
ground are additional consequences of cyclic freezing and thawing processes. Moreover, exclusion
of salts in the freezing of saline groundwater can lead to increased salinity concentrations in adjacent
unfrozen bedrock volumes.

Issues associated with permafrost development are comprehensively explained in Washburn (1979),
Williams and Smith (1989), Yershov (1998), French (2007) and reviewed in e.g. Gascoyne (2000),
Ahonen (2001) and Vidstrand (2003). Experimental investigations of thermal, hydrochemical and
mechanical impacts of freezing on bedrock properties have been reported by e.g. Mackay (1997) and
Ruskeeniemi et al. (2002, 2004), whereas model studies of present and future permafrost development
influenced by increasing atmospheric greenhouse-gas concentrations can be found in e.g. Lunardini
(1995), Kukkonen and Safanda (2001) and Slater and Lawrence (2013). More recently, some model
studies on thermo-hydro-mechanical impacts of freezing processes on bedrock properties with
implications for interactions between glaciers and permafrost in a time frame of a glaciation cycle
(~100 ka) have been conducted, e.g. Bauder et al. (2003), Hartikainen (2004, 2013), SKB (2006a),
Person et al. (2007), Lemieux et al. (2008a, b, ¢) and Hartikainen et al. (2010). The effects of freezing
of the geosphere on groundwater flow have been studied by e.g. Vidstrand et al. (2010, 2013).

2.1.2 Controlling conditions and factors
Climate and surface conditions

Heat exchange between the atmosphere and the Earth’s surface is determined in the interplay of
climate, topography, vegetation and snow cover, soil characteristics and water bodies. These factors
can vary considerably with time and location. The main climatic parameters are incoming solar
radiation (insolation), air temperature and humidity, wind, and precipitation. Absorption of incoming
solar radiation by the Earth’s surface governs the sensible and latent heat flux at the Earth’s surface.
Further, the longwave radiative flux is determined by the atmospheric and surface temperatures,
respectively. Air temperature, which is commonly applied to map permafrost distribution, controls
the longwave atmospheric radiation, the turbulent heat exchange, and evaporation and condensa-
tion. Wind, in turn, mainly influences the sensible heat exchange, but also latent heat exchange.
Precipitation together with evapotranspiration and condensation determine groundwater recharge,
affecting the groundwater content and flow and hence the terrestrial heat flux.
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Topography has a significant impact on climate conditions. Generally, air temperature decreases

as altitude increases, being affected by radiation, convection and condensation. The average air
temperature decrease is approximately 0.65°C for every 100 metres increase in height (Danielson
et al. 2003). In addition, inversions are common in hilly terrain causing low-slope low-lying areas to
experience significantly lower temperatures than higher lying and steeper-slope areas. Furthermore,
the slope angle and azimuth affect the flux of shortwave radiation, and where topographical differ-
ences are large a more patchy distribution of permafrost is expected.

Vegetation and snow cover are sensitive to climatic conditions and topography. The characteristic
parameters of the surface cover are surface albedo, emissivity, and roughness controlling the absorption
of incoming shortwave radiation, the longwave terrestrial radiation and the turbulent heat exchange,
respectively, as well as the thermal properties and the thickness of the surface cover affecting terrestrial
heat transfer. In general, vegetation and snow cover moderate the ground temperature and thus the
aggradation and degradation of permafrost. Vegetation is an insulating cover limiting cooling in winter
and warming in summer, hence reducing the amplitude of the annual cycle of ground temperature.
Vegetation is also important for the creation of snow cover, which protects the ground from heat loss

in winter. However, the high albedo of snow can lead to a snow surface temperature almost 2°C lower
than the mean winter air temperature (Yershov 1998). As a rule, for a majority of the surface covers,
permafrost can build from the ground surface if the annual mean air temperature is lower than a value
ranging between —9 and —1°C (Washburn 1979, Williams and Smith 1989, Yershov 1998, French
2007). An exception occurs with peat layers, which can insulate the ground from warming in summer
more effectively than from cooling in winter, with the resulting effect that permafrost can exist where
the mean annual air temperature is above 0°C (Williams and Smith 1989).

Properties and thickness of the soil cover affect the terrestrial heat flow. Of importance are the porosity
and water content of the soil, influencing the annual fluctuation of ground temperature and the thickness
of the active layer, i.e. the seasonally thawing ground layer. The soil cover also acts as an insulating
cover, since the thermal conductivity of the soil cover is lower than that of the underlying bedrock.

Water bodies, i.e. the sea, lakes, and watercourses, influence permafrost creation and distribution consid-
erably since they have high values of specific heat. A talik, i.e. an unfrozen layer, can exist beneath water
bodies that do not freeze to their bottom in winter. Depending on the characteristics of the climatic zone,
the critical depth of a water body for it to remain unfrozen in winter is approximately 0.2 to 1.6 metres
(Yershov 1998).

Sea water extensively reduces the development of costal permafrost. On the other hand, when the
shore-level of a highly saline sea is rising, submerged permafrost and perennially frozen deposits can
survive for a long time beneath a cold seabed (Washburn 1979, Yershov 1998).

The hydrological conditions on the ground surface affect the freezing of groundwater. For instance,
under glaciated conditions, a warm-based overlying ice sheet may increase the subglacial ground-
water pressure, in which case the freezing point may decrease to such a degree that the subglacial
ground is kept unfrozen. A similar, but minor, effect may occur when cold ground is submerged and
submarine freezing is reduced by the pressure of the overlying sea water. Furthermore, groundwater
flow, whether carrying fresh glacial meltwater or saline seawater, can influence the freezing process
by altering the chemical groundwater composition.

Table 2-1 summarises how geosphere variables are influenced by permafrost development.

Geosphere and repository

The ground temperature that defines the presence of permafrost and primarily governs the freezing
of water in the ground, is principally controlled by the ground thermal energy balance in terms of
heat transfer, geothermal heat production, the specific heat content and the amount of heat generated
by phase change processes of water. Heat transfer within the ground can occur through conduction,
convection and radiation (Sundberg 1988). In general, only conduction is regarded as important to
permafrost evolution, since radiation is of importance only in unsaturated high-porosity ground at
high temperatures, and convection is of importance only when groundwater and gas fluxes are large.

20 SKB TR-13-05



Heat conduction depends on the ground temperature gradient, ambient temperature conditions, and
the thermal properties of the ground matter. Thermal conductivity, describing the ability of material
to transport thermal energy, and heat capacity characterising the capability of material to store heat,
depend on a number of variables such as mineralogy, porosity and groundwater content. Having typi-
cally three to four times higher conductivity than other common rock-forming minerals, quartz is the
most important mineral for determining thermal characteristics of rock materials, as it typically has
up to four times higher heat conductivity.

When the porosity is less than 1%, freezing of water has a minor effect on heat transfer in water-
saturated ground. The degree of saturation has relevance to the thermal properties of ground due to the
very low thermal conductivity and heat capacity of air, e.g. the thermal conductivity of 1%-porosity
granite can decrease by over 10% with decreasing saturation (Clauser and Huenges 1995). In rock,
heat capacity is not very dependent on ambient temperature and pressure conditions, whereas thermal
conductivity is a rather variable function of both temperature and pressure. The thermal conductivity
of granite decreases with increasing temperature by approximately 5 to 20% per 100°C and increases
with increasing pressure by about 1 to 2.5% per 100 MPa (Seipold 1995). The pressure dependence of
thermal conductivity is increased when rocks are unsaturated (Sundberg 1988, Clauser and Huenges
1995). Moreover, Allen et al. (1988) reported a strong correlation between lithology and permafrost
depth, which could be directly explained by differences in thermal conductivity.

In addition to the thermal properties above, the hydrogeochemical and mechanical properties of
the ground important for freezing of groundwater are permeability, porosity, adsorptive capacity
of ground matter, chemical composition of groundwater and deformation properties of the ground.

Table 2-1. Influence of permafrost development on geosphere variables.

Geosphere variable Climate issue variable Summary of influence

Temperature Permafrost depth Permafrost is by definition a thermal condition
hence having no influence on temperature.

Groundwater flow Frozen/unfrozen fraction of groundwater  Freezing occurs at temperatures below the
freezing point (SKB 2010c). Groundwater
transformed from liquid to solid phase can
be regarded as immobile. Filling fractures
and pores, ice also affects the groundwater
flow through permeability, which decreases
with a reduction in the unfrozen fraction of
groundwater.

Groundwater pressure Frozen/unfrozen fraction of groundwater  The volume increase in the phase change
of water from liquid to solid state causes an
increase in the pressure of water which remains
liquid. Moreover, freezing of water in porous
ground matter can lead to cryosuction and
depression of groundwater pressure in the
unfrozen ground.

Groundwater composition  Frozen/unfrozen fraction of groundwater ~When saline water is transformed from liquid
to solid phase, the solutes are typically not
incorporated in the crystal lattice of ice but
transferred in the liquid phase. Therefore the
salinity in the unfrozen fraction increases.

Rock stresses Frozen fraction of groundwater Deformations due to ice formation will lead
to changes in rock stresses. The effect of the
changes is strongest nearest to the surface
where in situ stresses are lowest.

Fracture geometry Frozen fraction of groundwater Freezing can have some influence on the
fracture geometry at shallow depths due to
frost cracking. Close to the ground surface
frost wedges can form down to depths of
¢ 10 m. Otherwise, there can be widening of
fractures due to freezing but the effect may be
reversible as thawing takes place.
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2.1.3 Natural analogues / observations in nature

At present, approximately 25% of the total continental land area of the Earth is occupied by permaftrost.
The permafrost distribution may be characterised into: i) continuous (more than 90% spatial cover-
age), ii) discontinuous (between 90 and 50% coverage), iii) sporadic (less than 50% coverage), and
iv) subglacial forms. About one fifth of this permafrost is estimated to be subglacial in Antarctica
and Greenland. Permafrost is abundant in Alaska, the northern parts of Canada and Russia, and

in parts of China (French 2007). Along the coast of southern and south-western Greenland both
continuous and discontinuous permafrost can be found (Mai and Thomsen 1993). The Northern
Hemisphere distribution of permafrost is illustrated in Figure 2-1.

The deepest known permafrost occurs in the central part of Siberia in Russia, where thicknesses of
up to 1,500 m have been reported (Fotiev 1997). The extensive region of continuous permafrost in
central Siberia corresponds to areas that are believed not to have been covered by Quaternary ice
sheets and that experienced cold climate conditions during the last glacial cycle and before. In coastal
areas, submarine permafrost may also exist, such as in northern Siberia where the permafrost formed
during ice-free periods of the last glacial cycle in regions subsequently covered by the Arctic Ocean.
Furthermore, permafrost is frequently observed in mountainous terrain. For example, in the area of
Tarfala in the Kebnekaise massif in northern Sweden, discontinuous permafrost has been reported to
be 100 to 350 m thick at an altitude above 1,500 m a.s.l. (King 1984, Isaksen et al. 2001).
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Figure 2-1. Permafiost distribution in the Northern Hemisphere. From UNEP/GRID-Arendal (2005).
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SKB, together with co-funding parties from Finland (Geological Survey of Finland and Posiva), Great
Britain (UK Nirex Ltd) and Canada (Ontario Power Generation and University of Waterloo), carried
out a research project on permafrost at the Lupin gold mine in northern Canada (Ruskeeniemi et al.
2002, 2004). In this area, the depth of the permafrost extends to ~500—600 m. The main objective of
the project was to provide data describing the subsurface conditions in a permafrost area with crystal-
line bedrock. Permafrost depth, temperatures, groundwater composition and hydraulic properties have
been measured. The mean annual air temperature at this site is —11°C and the annual mean precipita-
tion is low; ~270 mm (Ruskeeniemi et al. 2002). Based on a seismic refraction survey, the depth of the
active layer has been interpreted to be ~1.5 m, varying between 1.2 and 1.8 m. The present permafrost
depth is believed to have been developed over the last 5 ka. In the Lupin area, all shallow lakes freeze
down to the bottom during winter. Lakes deeper than 2—3 m are expected to have unfrozen bottoms
all year. The latter lakes may have the potential to support closed taliks. The large Lake Contwoyto,
located about 1,300 m from the mine at surface, provides the most significant talik structure that may
extend through the deep permafrost. However, direct observations beneath this lake are lacking.

In order to investigate the distribution of permafrost and locate salinity differences in the deep groundwa-
ters, a number of electromagnetic soundings were conducted in the Lupin mine area. Furthermore, drill-
ings were made from the deeper parts of the mine through the base of the permafrost, in order to sample
groundwaters and to study the distribution of open fractures and hydraulic conditions. The main result
of the electromagnetic sounding surveys was the identification of anomalies forming a subhorizontal
layer at depths between 400 and 700 m. Paananen and Ruskeeniemi (2003) made the interpretation that
this conducting layer represents saline or brackish water at the base of the permafrost. According to the
temperature measurements made in the mine, the base of the permafrost occurs at a depth of 540 m. The
drillings revealed the existence of a ~100 m thick unsaturated or dewatered zone below the permaftost.
An alternative interpretation of the subhorizontal conductor at ~650 m depth could be that it represents the
groundwater table (Ruskeeniemi et al. 2004). The dry zone below the permafrost could either be a natural
result of very limited recharge through the permafrost or an effect of mine drainage. No pressurised
water or gas flow was observed in the boreholes. The available data from water sampling do not provide
any evidence of highly saline water below the permafrost (Ruskeeniemi et al. 2004).

Between 2009 and 2013, SKB, Posiva and NWMO conducted a comprehensive study on hydrology
in western Greenland called the Greenland Analogue project (GAP). The main purpose of the project
was to investigate the hydrological conditions at a site affected by the presence of the Greenland ice
sheet, from the formation of meltwater at the ice-sheet surface and bed, through the groundwater flow
in bedrock at KBS-3 depth (400-700 m), to the groundwater discharge through taliks into proglacial
lakes (SKB 2010e, Harper et al. 2011). Background information on the site is available in terms of
the hydrogeology and hydrogeochemistry (Wallroth et al. 2010), Holocene environmental change and
climate development (Engels et al. 2010) and the periglacial environment (Clarhéll 2011).

Detailed temperature measurements in a deep bedrock borehole drilled at an elevated area at the very
ice-sheet margin showed that the proglacial permafrost at this site is ~400 m deep. Measurements
of basal thermal properties of the ice sheet showed warm-based conditions at all sites investigated,
i.e. the basal ice temperature is at the pressure melting point and free water is available at the ice-
sheet bed. This indicates that, at some distance in under the ice, the bedrock is likely fully thawed.
However, a wedge of subglacial permafrost probably stretches in for some distance under the ice.

Investigations made in the deep borehole at the ice margin show that groundwater flows beneath

the frozen ground. Sampling of groundwater has been made at three different depths (511, 563 and
574 m) in the borehole. The water samples will be subject to geochemical and isotope analyses in
order to study e.g. if there is a glacial chemical signal at depth, and the characteristics of such a signal.

Through taliks are common in the GAP study area. From field observations and modelling, all larger
proglacial lakes in the area are assumed to support a talik (SKB 2010e). How they contribute to the
hydrogeology depends on the properties of the lake-bottom sediments, underlying bedrock and sur-
rounding hydraulic gradients. A bedrock borehole has been drilled at the shore of a nearby proglacial
lake, through the permafrost and into the through-talik that is located under the lake. In this borehole,
water samples have been taken at a depth of 140 m. The samples have been subject to geochemical
and isotope analysis. The same lake, and its surrounding catchment, has also been subject to

detailed water balance studies showing that, at least for the hydrological year studied, the talik acts

as a groundwater recharge area (Bosson et al. 2013). Regional-scale groundwater flow modelling
studies are also being performed in the GAP study area (see e.g. Jaquet et al. 2012).
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2.1.4 Model studies

In order to give input to the definition of the climate cases for SR-PSU, the potential for permafrost
in Forsmark in the next 60 ka has been studied (Brandefelt et al. 2013). The purpose was to analyse
the potential for climate conditions favourable for permafrost growth, and to analyse the resulting
bedrock temperatures. These results were used to define the global warming climate case and the
early periglacial climate case (see Sections 4.1 and 4.2). Further, earlier studies of the permafrost
evolution reconstructed for the last glacial cycle in the Forsmark area were also used in the definition
of the Weichselian glacial cycle climate case (see Section 4.4). A broad range of sensitivity tests
made in these earlier studies, covering the range of uncertainties associated with various parameters
of importance for permafrost development, were also used.

The simulations of permafrost for the reconstruction of the last glacial cycle were made with two types
of models, a 1D permafrost model and a 2D permafrost model improved from the 1D model. The 1D
modelling was performed for the SR-Can safety assessment (SKB 2006a), with some of the results
used also for the SR-Site safety assessment (SKB 2010a, Engstrom et al. 2012). The 1D simulations
were conducted specifically for the location of the planned spent nuclear fuel repository. The 2D mod-
elling (Hartikainen et al. 2010) was conducted for the SR-Site safety assessment, and covered a 15 km
long and 10 km deep vertical cross-section crossing both the site for the planned spent nuclear fuel
repository and the location of the SFR. Reconstructed air temperature for the Forsmark region for
the past 120 ka, based on the ice-sheet modelling of this period (Section 2.3.4), was used as input to
the 1D and 2D permafrost modelling for the reconstruction of the last glacial cycle. The methodology
is described in Appendix 1 of SKB (2010a).

The 2D simulations of permafrost for the next 60 ka (Brandefelt et al. 2013) were conducted

along the same 15 km profile as for the SR-Site simulations (Hartikainen et al. 2010), but with

an improved version of the permafrost model. All the simulations (SKB 2006a, Brandefelt et al.
2013, Hartikainen et al. 2010) use site-specific input data from the Forsmark site investigation pro-
gramme. Details on the input data used for the 1D and 2D permafrost simulations are given in SKB
(20064, Section 3.4), Hartikainen et al. (2010) and Brandefelt et al. (2013, Section 2.4), respectively.

The purpose of the modelling studies was to analyse the main factors of importance for the development
of permafrost and perennially frozen ground at Forsmark, and to exemplify how permafrost grows

and degrades at this site. Further, in Brandefelt et al. (2013), the purpose is to analyse the potential for
permafrost growth in Forsmark in the next 60 ka.

The permafrost models include mathematical expressions for freezing and thawing of saline ground-
water-saturated bedrock. The bedrock is considered as an elastic porous medium and the groundwater
as an ideal solution of water and ionic solvents. The models are based on the principles of continuum
mechanics, macroscopic thermodynamics and the theory of mixtures being capable of describing heat
transfer, freezing of saline water, groundwater flow and deformations of bedrock. In the 2D version
of the model, the freeze-out and transport of solutes is included (Hartikainen et al. 2010). The models
are described further in Hartikainen (2004), SKB (2006a), Hartikainen et al. (2010) and Brandefelt
et al. (2013).

A 3D version of the model has also been used for simulating the development of permafrost and
frozen ground at the Olkiluoto site in Finland (Hartikainen 2013).

To capture the most important factors and parameters affecting the development of permafrost,
sensitivity analyses have been performed considering the following issues:

» Surface conditions.
» Subsurface conditions.
» Presence of heat from a KBS-3 repository.

Surface temperatures, together with the influence of surface covers such as snow, vegetation and water
bodies, have been included as factors of importance in the surface conditions. The investigated
bedrock conditions are thermal properties of the bedrock and the geothermal heat flow. The sensitivity
simulations carried out with the 2D permafrost model (Hartikainen et al. 2010) are presented in
SKB (2010a). The heat generated by the spent nuclear fuel repository has been included in most
simulations, and is also analysed in a dedicated 2D sensitivity simulation. In this context, it should
be noted that the repository depth was changed between SR-Can (for which the 1D simulations were
made) where it was 400 m and SR-Site (for which the 2D simulations were made) where it is 450 m.
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Despite this, the resulting permafrost and freezing depths are very similar between the two studies,
as demonstrated later in the present report.

Main conclusion from the 1D and 2D permafrost modelling studies for the last glacial cycle

The conclusion drawn from the 1D permafrost investigations (SKB 2006a) was that the surface
conditions can be seen as the driving force for the development of permafrost. This conclusion was
strengthened by the 2D study (Hartikainen et al. 2010). In addition, the conclusion that the subsurface
conditions and the heat from the spent nuclear fuel repository act as reducing factors for the develop-
ment of permafrost and perennially frozen ground is also supported. The following main conclusions
can be drawn from the 2D permafrost study performed for the SR-Site safety assessment for a spent

nuclear fuel repository at 450 m depth in Forsmark:

Given the temperatures reconstructed for the last glacial cycle, the study demonstrates how the
site-specific spatial- and temporal development of permafrost and perennially frozen ground takes
place at the Forsmark site, developing from sporadic-, to discontinuous- to continuous coverage
in various combinations and extents. The results show that through taliks may form at the site
under certain conditions, and that groundwater may flow in these taliks.

The study provides a full range of sensitivity analyses of uncertainties in sub-surface and surface
conditions, including the reconstructed input air temperature for the last glacial cycle.

For the reconstruction of last glacial cycle conditions, the simulated maximum permafrost (the
0°C isotherm) depth over the KBS-3 repository is between 180 and 260 m depending on the
surface conditions. The corresponding range for the entire 15 km profile is from 220 to 300 m.

By making the very pessimistic combination of setting all known uncertainties (e.g. in air
temperature, surface vegetation and snow conditions, bedrock thermal conductivity and heat
capacity, and geothermal heat flow) as most favourable for permafrost growth, permafrost (i.e.
the 0°C isotherm) reaches 450 m depth after 45 ka in the reconstruction of the last glacial cycle.
However, the perennially frozen ground does not reach KBS-3 repository depth. It should be
noted that the combination of assumptions in this case is quite unrealistic.

The prevailing surface conditions, such as temperature and surface moisture, are the main factors
governing the spatial and temporal development of permafrost and perennially frozen ground at
the Forsmark site.

Subsurface conditions, such as bedrock thermal properties, geothermal heat flow and groundwater
salinity, modify the spatial and temporal development of permafrost and perennially frozen ground,
but are of secondary importance for modelled permafrost depths compared with surface conditions.

The variation in thermal properties along the profile as well as 2D groundwater flow only have

a slight influence on permafrost (the 0°C isotherm) development. Therefore, the uncertainties
introduced by excluding lateral variations in thermal properties, boundary conditions and convective
heat transfer in the 1D model study (SKB 2006a) are considered insignificant.

Under continuous permafrost conditions, the unfrozen groundwater content in the perennially
frozen ground under lakes can exceed 10% down to a ~50 m depth. This may indicate that taliks
are able to form under lakes through perennially frozen ground, if favourable groundwater flow
conditions with open flow paths prevail. When the unfrozen groundwater content decreases below
10%, groundwater flow is reduced considerably, and taliks are not longer able to form or survive.

Freezing can induce salt exclusion and salt transport when perennially frozen ground develops
deeper than ~200 m. At shallower depths the impacts of freezing are difficult to see since the
salinity of groundwater has been diluted prior to the development of perennially frozen ground.
When salt transport occurs more slowly than the freezing zone advances, the salinity concentration
is increased within the perennially frozen ground.

The uncertainty in dealing with groundwater flow with this permafrost model remains, since
the 3D flow network is omitted in the 2D model. However, the topography of the Forsmark site
is too flat to generate significant hydraulic gradients, compared to e.g the gradients imposed by
the ice sheet during glacial conditions, suggesting that this would only have a minor impact on
the results for non-glacial conditions.

The uncertainty regarding the neglect of salinity transport in the 1D model (SKB 2006a) seems to
be insignificant, mainly due to the low rock porosity, although the present 2D model is not able to
describe the groundwater flow realistically.
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The potential for cold climate conditions and permafrost in Forsmark in the next 60 ka

Based on the two previous studies (SKB 2006a, Hartikainen et al. 2010), it can be concluded that
permafrost growth can occur in Forsmark under cold climate conditions. It can also be concluded
that the permafrost can penetrate deeper than the SFR repository structures, located at a depth of
¢ 140-60 m below the surface. Since the functionality of the concrete and bentonite barriers of
SFR may be influenced by freezing temperatures (SKB 2014d), the potential for permafrost and
frozen ground at repository depth is of interest. Further, since the radionuclide inventory of SFR is
dominated by relatively short-lived nuclides, possible radiation doses to man or the environment
are strongly dependent on the earliest timing of permafrost growth to repository depth.

In order to assess the potential for cold climate conditions and permafrost growth at the SFR
repository location in the next 100 ka a combined climate modelling — permafrost modelling study
was performed by Brandefelt et al. (2013). Based on the known future insolation variations, with
Northern Hemisphere summer minima at 17 ka and 54 ka AP, the study focused on the first 60 ka AP.

The latitudinal and seasonal distribution of incoming solar radiation (insolation) varies on millennial
time scales due to variations in the Earth’s orbit and axial tilt. These variations, together with variations
in the atmospheric CO, concentration, are viewed as two main factors in determining the climate
variation between interglacial (warmer) and glacial (colder) climates. Summer insolation at high
northern latitudes is at a minimum 17 ka and 54 ka after present (AP). These periods were therefore
identified as potential future periods of cold climate conditions in high northern latitudes in general
and in south-central Sweden in particular. Due to human emissions of carbon to the atmosphere,

the atmospheric CO, concentration is currently 392 ppmv (2011 AD), a substantial increase as
compared to the range of atmospheric CO, concentrations of 180-295 ppmv found in ice cores for
the last 400 ka. The future atmospheric CO, concentration is determined by i) future human carbon
emissions to the atmosphere, ii) possible emissions due to feedbacks in the climate system, and iii)
by the global carbon cycle.

Climate modelling for next 60 ka

To investigate the potential for cold climate conditions in south-central Sweden in the next 60 ka
the future air temperature in Forsmark was estimated based on simulations with an Earth system
model of intermediate complexity (EMIC), LOVECLIM version 1.2, and a state-of-the-art Earth
System Model (ESM), Community Earth System Model version 1 (CESM1). To span the possible
combinations of future orbital variations and possible future atmospheric CO, concentrations, three
sets of simulations were performed. The first set consists of a suite of EMIC simulations performed
for the future periods of minimum summer insolation at high northern latitudes (17 ka and 54 ka AP)
with the atmospheric CO, concentration varying in the range 180—400 ppmv. These are equilibrium
simulations with constant forcing conditions. The second set consists of two transient EMIC simula-
tions with constant atmospheric CO, concentrations of 200 or 400 ppmv respectively and insolation
variations for the full period from the present to 61 ka AP. The third set of simulations consists of
two ESM equilibrium simulations with insolation for 17 ka and 54 ka AP and atmospheric CO,
concentration set to 200 ppmv and 180 ppmv respectively. This set was used, in combination with
published results from climate model intercomparisons, to estimate the uncertainty in the EMIC
results due to the simplified model formulation. When the atmospheric CO, concentration is varied
from 180 ppmv to 400 ppmv the annual average bias-corrected air temperature at 2 m height (Ts,,)
at Forsmark varies from 1.6°C to 5.7°C in the EMIC simulations for orbital year 17 ka AP and from
0.96°C to 5.3°C in the simulation for orbital year 54 ka AP (Figure 2-2). The insolation difference
between orbital years 17 ka AP and 54 ka AP results in a difference in the annual average Forsmark
Tam of ¢ 0.3°C—1.2°C, with a tendency towards larger differences for lower atmospheric CO, concen-
trations. These results indicate that the future atmospheric CO, concentration is more important than
insolation variations for future cold climate conditions in Forsmark in the next 60 ka.

The ESM simulations reveal significant inter-model differences in the simulated climate, specifically
in the regional climate, in line with earlier inter-comparison studies. Annual average Forsmark T,,, is
5.9°C and 7.7°C colder than the pre-industrial value in the ESM simulations for 17 ka AP and 54 ka
AP, respectively. These values are 3.9°C and 4.4°C, respectively, lower than in the corresponding
EMIC simulations.

26 SKB TR-13-05



8 T T T T T T T T T T T
6 g i
-~ i
S JF-——————- R e _
£
5 1
|—
X
[
©
€ 2t |
4
o
w
)
o
S ot i
o
>
©
©
=]
c
c -2t -
<
® LC_17k
4 | ® LC_54k |
@ CM_17k_200
@ CM_54k_180
-6 1 1 1 1 1 1 1 1 1 1 1

180 200 220 240 260 280 300 320 340 360 380 400
Atmospheric CO, concentration (ppmv)

Figure 2-2. Annual average bias-corrected near-surface air temperature (T,,, °C) in Forsmark in the EMIC
(LC ) and ESM (CM ) simulations with constant forcing and boundary conditions for orbital years 17 ka
AP (blue circles) and 54 ka AP (red circles). Annual average bias-corrected T, for the EMIC transient
simulations is also displayed (cyan and magenta circles). T, is shown as a function of the atmospheric CO,
concentration. The standard deviation of the annual average bias-corrected T, in Forsmark is indicated

as error bars. The annual average bias-corrected T, in Forsmark in the EMIC simulation of pre-industrial
(c 1850 AD) climate (+4.54°C; horizontal black line) and in the ESM simulation of pre-industrial climate
(+4.19°C; horizontal black dashed line) is indicated. The pre-industrial atmospheric CO, concentration is
indicated with a vertical line. The climate simulations are described in Brandefelt et al. (2013).

The climate models used in Brandefelt et al. (2013) do not include glacier and ice-sheet dynamics,
which gives rise to a potential warm bias in the simulated climate. Comparison of the results
presented here to an earlier study of future climate evolution with EMICs that include ice-sheet
dynamics (Pimenoff et al. 2011) indicate a potential bias of up to 5°C in the results presented

here. The uncertainties in the simulated Forsmark T,,, due to future glacier and ice-sheet growth,
inter-model differences, internal variability and future greenhouse-gas concentrations are estimated.
The collective uncertainty is taken to be larger for orbital year 54 ka AP, reflecting two factors.
Firstly, inter-model differences generally increase when the difference between the simulated climate
state and the present climate increases. Secondly, several earlier studies indicate that ice-sheet
growth may occur at 40 ka to 50 ka AP if the atmospheric CO, concentration reaches pre-industrial
or lower values (see further Section 3.3.5).

The results of the climate modelling are summarised in Table 2-2. To assess the potential for
permafrost in Forsmark in the coming 60 ka AP, the uncertainty in the climate model results must
first be assessed. Models of the Earth’s climate system are designed to simulate the dynamics of the
system. The complexity of climate system dynamics is however partly unresolved, both in terms

of incomplete knowledge of some processes and in terms of insufficient resources to numerically
resolve small-scale processes in the models. Further uncertainty in the results of such models exists
due to the nonlinear nature of the climate system. To assess the uncertainty in the bias-corrected T,
in Forsmark used as input to the permafrost model, a number of sources of uncertainty have been
identified. A thorough description is given in Section 3.3 of Brandefelt et al. (2013).
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Table 2-2. The minimum annual average bias-corrected Forsmark T,,, when all uncertainties are
taken into account. See Section 3.3 of Brandefelt et al. (2013) for a detailed description.

Atmospheric CO, concentration (ppmv) 180 200 240 280 320
Orbital year 17 ka AP -74 -5.9 -2.3 0.3 0.8
Orbital year 54 ka AP -1 -95 -6.5 -3.1 -2.6

2D permafrost modelling

To analyse the potential for permafrost development in the Forsmark region, the bias-corrected

T, from the EMIC simulation with the coldest climate was used as input to a site-specific 2D
permafrost model for Forsmark. This study provides a numerical estimation of the development of
permafrost and perennially frozen ground along a profile covering a major portion of the Forsmark
site and crossing the repository location, using site-specific surface and subsurface conditions. Special
emphasis is put on the modelling of surface conditions, including climate (temperature and humidity),
soil, vegetation, water bodies and topography, lateral variations in bedrock and surface physical proper-
ties. In addition, groundwater flow and salt transport processes are considered (in 2D).

The present study made use of an improved version of the 2D thermo-hydro-chemical model of
permafrost and perennially frozen ground that was used for the SR-Site safety assessment for spent
nuclear fuel (Hartikainen et al. 2010). The 2D model domain was set up in the same way as in
Hartikainen et al. (2010), and covers the same 15 km long and 10 km deep vertical cross-section of
the Forsmark site (Figure 2-3). The profile crosses the SFR repository which is the main focus for
the present study. The permafrost model includes mathematical expressions for freezing and thawing
of saline groundwater-saturated bedrock. The bedrock is considered as an elastic porous medium
and the groundwater as an ideal solution of water and ionic solvents. The model is based on the
principles of continuum mechanics, macroscopic thermodynamics and the theory of mixtures being
capable of describing heat transfer, freezing of saline water, groundwater flow and deformations of
bedrock. The freeze-out and transport of solutes is also included in the model.

A more detailed description of the 2D permafrost model used for the reconstruction of last glacial
cycle permafrost conditions is found in Hartikainen et al. (2010). The improvement made to the
model since the study by Hartikainen et al. (2010) is described below.

The improved version of the permafrost model includes seasonal freezing and thawing of the ground.
Inter-annual variations in ground surface temperature are now expressed in terms of the monthly mean
ground surface temperatures, 75, which are determined by the monthly mean 2-m air temperatures,
T,, the freezing n-factor, ng, and thawing n-factor, ny, as

n.T,, T, <0°C
I, = (2-1)

n,T,, T, 20°C

The n-factors are statistical relations between the annual mean 2-m air temperature and annual mean
ground surface temperature (Lunardini 1978). Values for the n-factors used in this study are given in
Table 2-7 in Hartikainen et al. (2010).

The improvement allows for the thermal offset, i.e. a decrease, in the annual mean ground temperature
profile due to seasonal freezing and thawing of the ground (Goodrich 1978). The offset can be several
degrees depending on the amount of freezing water in the ground, and may in some cases, lead to
development of perennially frozen ground in locations where the annual mean air temperature is
above 0°C.

Sub-surface properties and conditions

To capture the most important factors and parameters affecting the development of permafrost
and frozen ground at the Forsmark site, detailed site-specific sensitivity analyses were previously
performed considering surface and subsurface conditions (Hartikainen et al. 2010). Factors of
importance, and analysed in the sensitivity studies, were air temperatures and the influence of
surface covers such as snow, vegetation and water bodies.
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Figure 2-3. The ~15 km long profile analysed in the 2D permafrost modelling study (Brandefelt et al. 2013;
red line), SFR repository location (brown), and the planned location of the repository for spent nuclear fuel.

The model domain encompasses an approximately 15 km long and 10 km deep vertical section
consisting of six soil layers, 23 rock domains and 31 deformation zones as shown in Figure 2-3 and
Figure 2-4. Figure 2-5 illustrates the thermally different rock mass domains, the deformation zones
of the upper 2.1 km of the model domain, as well as the present-day level of the Baltic Sea. The soil
layers are shown in Figure 2-6. The thermal and hydraulic properties of the soil domains are given
in Hartikainen et al. (2010, Table 2-1), whereas Table 2-2 and Table 2-3 in the same publication
give the thermal and hydraulic properties of the rock mass domains. Hydraulic properties of the
deformation zones are presented in Hartikainen et al. (2010, Appendix D). The thermal properties
of deformation zones are assumed identical to those of the corresponding rock mass domain. The
bedrock below the depth of 2.1 km is assumed to have the same thermal and hydraulic properties

as the rock domain in which the repository is located. The material properties of the bedrock are
described in detail in Hartikainen et al. (2010, Appendices D and E). For the treatment of e.g. unfro-
zen groundwater content, see also Hartikainen et al. (2010). The numerical simulations were carried
out using an unstructured finite element mesh of linear triangular elements. The mean grid spacing
varied from less than 10 m close to the ground surface to about 300 m at the bottom of the model
domain. The maximum time step for the adaptive time-integration scheme was limited to 100 years.
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Figure 2-4. The model domain used in the 2D permafrost simulations. Colours from blue to red signify
the 23 rock domains considered, and grey the 31 deformation zones. Physical and thermal characteristics
for the rock domains and deformation zones were obtained from the site investigation programme at
Forsmark, see Hartikainen et al. (2010). The six soil layers described in Hartikainen (2010, Appendix B)
and Figure 2-6, are too thin to be seen in this figure. The x-axis is directed eastward and y-axis northward.
The RT-90 coordinates of the south-west corner are x = 1,628,228 m, y = 6,696,472 m.
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Figure 2-5. The upper 2.1 km of the 2D model domain. Colours from blue to red signify rock domains with
different thermal diffusivities. Numbers from [ to 10 indicate the rock domains of Table 2-2 in Hartikainen
et al. (2010). The location of deformation zones is illustrated in grey and the repository for spent nuclear
fuel in white, at a depth of 450 m starting at a distance of about 4,000 m along the profile. The thin blue
layer on the top surface represents the present-day level of the Baltic Sea. Further description and refer-
ences for these data are found in Hartikainen et al. (2010, Appendix C).
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Figure 2-6. The soil layers of the 2D model domain. Grey represents bedrock and blue the present day Baltic
Sea. The gyttjia, peat and sand layers are too thin to be seen in this figure. In addition, because the first
2,000 m of the model domain is outside the area of detailed site investigations, no information about the soil
cover is used here. Further description and references for these data are found in Hartikainen et al. (2010,
Appendix B). Note that the vertical axis has a scale which gives a strong vertical exaggeration of topography.

The geothermal heat flow is an important parameter for permafrost modelling. The geothermal heat
flow, crustal radiogenic heat production and ground temperature to a depth of ~1 km are based on
Sundberg et al. (2009), see also Hartikainen et al. (2010, Appendices B-F). For a description of
how these parameters are modelled for depths from ~1 km to 10 km, see Hartikainen et al. (2010).
Figure 2-7 shows the initial ground temperature calculated for mean thermal properties.

The initial salinity concentration of groundwater for depths to ~1.5 km is described in Hartikainen
et al. (2010 Appendix F), and for depths from ~1.5 km to 10 km it is obtained as a stationary solution
using present concentration values on the surface and at the depth of 1.5 km.

Figure 2-8 shows the initial salinity distribution in the model domain.

B
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Figure 2-7. Distribution of initial ground temperature for the mean thermal properties used in the 2D
permafrost modelling. For a description of these properties, see Hartikainen et al. (2010, Table 2-2).
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Figure 2-8. Distribution of the initial salinity concentration of groundwater (Hartikainen et al. 2010).

The present-day groundwater pressure is determined as hydrostatic pressure based on the initial
conditions of ground temperature and groundwater salinity concentration as well as the hydrostatic
pressure at the bed of the Baltic Sea. The results for initial groundwater pressure are shown in
Figure 2-9.

In the present study, thermal conductivity and thermal diffusivity are set to the mean values given in
Table 2-1 and Table 2-2 in Hartikainen et al. (2010). The uncertainty associated with these parameters
is taken from Hartikainen et al. (2010). The geothermal heat flow is also set to the mean value given
in Table 2-3 in Hartikainen et al. (2010). The uncertainty associated with this parameter is also taken
from Hartikainen et al. (2010).
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Figure 2-9. Distribution of initial groundwater pressure associated with the temperature and salinity
concentrations shown in Figure 2-7 and Figure 2-8.
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The planned SFR3 repository for short-lived low- and medium-level nuclear waste does not produce
a significant amount of heat. In contrast to Hartikainen et al. (2010), the heat production from

the planned nearby repository for spent nuclear fuel in Forsmark is, not included in the current
simulations. This is a pessimistic assumption in terms of permafrost development and freezing,
since the exclusion of heat from a nuclear waste repository may result in somewhat lower bedrock
temperatures (Hartikainen et al. 2010, Section 5.2).

Surface properties and conditions

The uncertainty in future precipitation and surface conditions is taken into account by assuming
conditions that in the previous studies were shown to be the most favourable for permafrost growth,
i.e. a dry climate with dry surface conditions (Hartikainen et al. 2010). For more detailed definitions
of these states see Hartikainen et al. (2010).

The impact of vegetation, snow cover and other climate factors on the ground surface temperature
and permafrost development has been well investigated (Washburn 1979, Williams and Smith 1989,
Yershov 1998, French 2007). In general, an annual mean air temperature ranging between —9

and —1°C is required to build up permafrost for a majority of surface covers, depending on other
climatic conditions and topography. The surface conditions can be modelled by thermodynamic and
hydrodynamic models using surface energy and water balance equations and information on climate
conditions and topography, including radiation, precipitation, cloudiness and wind, and their annual
and diurnal variation (Riseborough et al. 2008). However, these models are unsuitable for the long
time spans associated with glacial cycles, since no climate data besides the air temperature can be
adequately constructed. Therefore, an empirical approach based on n-factors (Lunardini 1978), i.e.
statistical correlations between air and ground surface temperature, has been used to construct the
ground surface temperature from the projected air temperature. For a detailed motivation for and
description of the n-factors approach for treatment of surface conditions see Hartikainen et al. (2010).

In accordance with the conclusions from the previous permafrost simulations for Forsmark
(Hartikainen et al. 2010), the permafrost model was set up under the assumption of dry climate
conditions and dry surface conditions to promote permafrost at the site. A number of sensitivity
simulations were performed to investigate the potential for frozen ground when the uncertainties
in simulated Forsmark T,,, are taken into account.

According to Glacial Isostatic Adjustment (GIA) simulations, there is remaining isostatic uplift
from the last glaciation of around 70 m (SKB 2010a, Section 4.5.2). In the permafrost simulations
performed for the 54 ka AP period, this is taken into account by assuming the sea level to be 65 m
lower than present. In this situation, no Baltic Sea water bodies exist within the permafrost model
domain.

Near-surface air temperature

The monthly mean air temperature at 2 m height (T,,) in Forsmark, derived from the EMIC simula-
tion resulting in the coldest conditions in Forsmark, was used as input to the permafrost model.

The sensitivity of the permafrost modelling to uncertainties in the climate model results was further
analysed based on a suite of seven sensitivity simulations with the permafrost model. In these experi-
ments the annual average Forsmark T,,, was lowered by 2 to 8°C as compared to the reference case.
The amplitude and shape of the annual cycle of T,,, varies with the annual average T,,,. To account
for this variation in the sensitivity experiments, a linear regression between the monthly average and
annual average T,,, as determined for each month of the year using data from the EMIC simulation
was adopted. The regression coefficients were thus used to determine the resulting annual cycle in
Forsmark T,,, for each sensitivity experiment (Figure 2-10).
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Figure 2-10. Monthly mean bias-corrected Forsmark T, (°C) in the LC_54k_180 simulation (dashed line)
and in the sensitivity experiments (solid lines) performed with the permafrost model.

Sensitivity to model formulation improvement

The sensitivity of the results to the improvements made in the new version of the permafrost model
was investigated. Thus, the results of the new version of the permafrost model were compared to
experiments with identical forcing and boundary conditions performed with the old version of the
model (described by Hartikainen et al. 2010). The new version, which includes an improved descrip-
tion of the influence of the annual temperature cycle on permafrost growth and thawing, simulates
faster growth of permafrost and deeper equilibrium depths for the isotherms. The effect is larger for
shallow depths than for deeper depths. For example, in the experiments with an annual average near-
surface air temperature of —1°C, the equilibrium depth of the 0°C isotherm in the new model results
is more than twice the depth in the old model version. In the experiment with —7°C annual average
near-surface air-temperature on the other hand, the 0°C isotherm in the new model results is only

¢ 7% deeper than in the old model version. Since the new version of the permafrost model describes
the coupling between the air temperature and the bedrock in greater detail it is reasonable to believe
that this version gives more reliable results. Therefore the results of this model version were used

in the analysis. This choice further reduces the risk of using too shallow isotherm depths to analyse
the potential for permafrost in Forsmark. The results are discussed in more detail in Section 3.4 of
Brandefelt et al. (2013).

Potential for permafrost

The results of the permafrost modelling performed by Brandefelt et al. (2013) are summarised

in Figure 2-11 which shows the maximum depth of the 0°C, —1°C, —2°C, —-3°C, —4°C and —5°C
isotherms at the SFR repository location after 10,000 years of permafrost model integration as a
function of the annual average Forsmark T,,, simulated for a cold climate period at 54 ka AP. The
permafrost modelling results are given here as a function of the annual average T,,, in Forsmark.
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Figure 2-11. Depth (m) of the 0, —1, —2, -3, —4° and —5°C isotherms as a function of the annual average
Forsmark T,,. The depths of the existing SFR1 repository (¢ 60 m) and planned SFR3 repository (¢ 110 m)
are indicated with black lines. The Forsmark annual average T, was ¢ +5°C in the period 1961-1990
(Johansson et al. 2005).

Brandefelt et al. (2013) concluded that an annual average T,,, of ¢ —5°C and ¢ —6°C is required for
the —3°C isotherm to reach the SFR1 and SFR3 depths, respectively. Further, based on the results of
the climate modelling summarised in Table 2-2, it is concluded that an atmospheric CO, concentra-
tion of ¢ 210 ppmv or less is required to get annual average Forsmark T,,,, below ¢ —5°C for orbital
year 17 ka AP. Similarly, it is concluded that an atmospheric CO, concentration of ¢ 250 ppmv or
less is required to get annual average Forsmark T,,, below ¢ —5°C for orbital year 54 ka AP. Based
on a literature review of future atmospheric CO, concentrations (see Section 2.3.2 in Brandefelt

et al. 2013), it is concluded that an atmospheric CO, concentration of ¢ 250 ppmv or less at 54 ka AP
cannot be excluded. Further, it is concluded that it is not likely that the atmospheric CO, concentra-
tion will be ¢ 210 ppmv or less at 17 ka AP. To reach such low concentrations would require that
human carbon emissions to the atmosphere end in the near future, such that natural processes can
decrease the concentration to a pre-industrial value of 280-290 ppmv in the next 10 ka. After this
the processes that produce the natural glacial-interglacial CO, variations seen in ice core data are
required to reduce the concentration further by ¢ 70 ppmv in ¢ 7 ka. The required decrease rate

of 10 ppmv per ka is almost twice the rapid decrease rate seen in ice core data for the last glacial
inception around 100 ka BP (Liithi et al. 2008). For further discussion of future atmospheric CO,
concentrations, see Section 3.3.1.

For comparison, it was concluded that an annual average T, of ¢ —1°C and ¢ —2°C is required for
the 0°C isotherm to reach the SFR1 and SFR3 depth respectively (Figure 2-11). Based on a literature
review of future atmospheric CO, concentrations (see Section 2.3.2 in Brandefelt et al. 2013), it
was concluded that, although unlikely, an atmospheric CO, concentration of ¢ 260 ppmv or less at
17 ka AP cannot be excluded. For orbital year 54 ka AP, it was concluded that an annual average
Forsmark T),,, below ¢ —1°C or —2°C cannot be excluded even for atmospheric CO, concentrations
above 280 ppmv.
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In summary, a bedrock temperature of 0°C cannot be excluded at ¢ 60 m and ¢ 110 m depth at 17 ka
AP or at 54 ka AP (Brandefelt et al. 2013). Under the assumptions made in the study, it is further
concluded that it is very unlikely to get a bedrock temperature of —3°C or less at ¢ 60 m and ¢ 110 m
depth at 17 ka AP, but that this possibility cannot be excluded at 54 ka AP. The main reason for the
different conclusions for the two time periods is the decrease in atmospheric CO, concentrations
between these times.

2.1.5 Time perspective

Changes in annual ground surface temperature can lead to development of permafrost and freezing
of the ground. If the mean annual ground surface temperature at the SFR location is lowered to —7°C,
the 0°C isotherm can reach 60 m depth in ¢ 460 years and 110 m depth in ¢ 820 years (Brandefelt

et al. 2013, Tables 3-5 and 3-6). Similarly, the —3°C isotherm can reach 60 m depth in ¢ 880 years
and 110 m depth in ¢ 2,700 years (Brandefelt et al. 2013, Tables 3-5 and 3-6).

Under periglacial conditions, permafrost can aggregate from some centimetres to some decimetres
a year. The depth of the 0°C isotherm increases by up to ¢ 0.15 m/yr in the first few centuries
(Brandefelt et al. 2013, Figure 3-22).

Permafrost degradation can take place several times faster than aggregation (SKB 2010a, Figure 3-57),
especially when the surface temperature is increased above 0°C and permafrost decays simultaneously
from the bottom upwards and from the top downwards. High degradation rates may also occur at

the transition from cold-based to warm-based conditions during ice-sheet overriding.

2.1.6 Handling in the safety assessment SR-PSU

The potential for cold climate conditions and permafrost in Forsmark in the next 60 ka has been
investigated by means of numerical modelling. This investigation was based on the previous studies
of the last-glacial-cycle evolution of permafrost performed for the SR-Can (SKB 2006a) and SR-Site
(Hartikainen et al. 2010) safety assessments. Further, these previous studies were used to define parts
of the SR-PSU Weichselian glacial cycle climate case and also to define the variability after 50 ka
AP in the two base cases, the global warming and early periglacial climate cases.

A broad range of sensitivity experiments were conducted for SR-Can and SR-Site in order to describe
the effects of uncertainties in bedrock, surface or climate conditions. The results of these were used in
the dedicated investigations of the potential for permafrost in the next 60 ka. Two numerical permafrost
models were used, a 1D model that was used for simulations of permafrost at the repository location,
and a 2D model that investigated spatial development of permafrost along a profile that crossed the
repository site. The permafrost models include a mathematical expression for freezing and thawing of
saline-groundwater-saturated bedrock. The bedrock is considered as an elastic porous medium and the
groundwater as an ideal solution of water and ionic solvents. The models are based on the principles
of continuum mechanics, macroscopic thermodynamics and the theory of mixtures, and are capable
of describing heat transfer, freezing of saline water, groundwater flow and deformations of bedrock.
To capture the most important factors and parameters affecting the development of permafrost,
sensitivity analyses were performed considering the following issues:

» Surface conditions and climate.
e Subsurface conditions.

* Presence of the spent nuclear fuel repository.

Surface temperatures, together with the influence of surface covers such as snow, vegetation and
water bodies, have been included as factors of importance in the surface conditions. The investigated
subsurface conditions are thermal properties of the bedrock and geothermal heat flow. The heat gen-
erated by the spent nuclear fuel was included in most simulations in SKB (2006a) and Hartikainen
et al. (2010). In the dedicated simulations performed for SR-PSU (Brandefelt et al. 2013), the heat
generation by the spent fuel was not included.
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2.1.7 Handling of uncertainties in SR-PSU
Uncertainties in mechanistic understanding

There are no major uncertainties in understanding of mechanistic processes regarding permafrost
development. Minor uncertainties in the 1D modelling experiments are associated with the fact that
the exclusion of salts during the freezing of groundwater is not included. The process of freeze-out
of salts is included in the 2D modelling.

Model simplification uncertainty

The major model simplification in the 1D permafrost modelling study was the exclusion of lateral
variations in physical properties, boundary conditions and geometry. For example, full consideration
of the anisotropy of thermal conductivity and heat capacity and the features of water bodies and
topography, as well as the heat generation from the spent fuel, requires 3D modelling. However,
this is to a large extent taken care of by the 2D modelling study reported here.

The 1D modelling approach could, in certain situations, result in somewhat higher temperatures than
would be calculated using a 2D or full 3D approach. In the context of permafrost development, the
effect of groundwater flow, cooling down the bedrock, is the most important factor here. However,
compared with heat conduction, groundwater flow has only a minor role in permafrost development, as
indicated by the 2D modelling results that included groundwater flow. Furthermore, the anisotropy
of thermal properties is not a problem in 1D or 2D, since one can choose a combination of thermal
properties that would give the lowest temperatures, or at least very close to the lowest temperatures.
Therefore, it is unlikely that 3D simulations would yield notably lower temperatures than the range
obtained in the full series of 1D and 2D sensitivity modelling cases that have been performed.

Input data and data uncertainty
Bedrock data

Some data uncertainty exists when it comes to thermal conductivity and heat capacity of rock at the
Forsmark site. In the calculation of ground temperature and the rate of freezing, thermal conductivity
is the most important input parameter in terms of thermal properties of the ground. Some uncertainty
also exists in determination of hydraulic and mechanical properties of bedrock and salinity concentra-
tions of groundwater versus depth, see appendices in Hartikainen et al. (2010) and references therein.

A considerable uncertainty in the 1D permafrost study is associated with determination of the in situ
temperature and geothermal heat flow in the depth range of 1,000—10,000 m for the thermal boundary
and initial conditions of the model. The in situ ground temperature has been measured in boreholes to
a depth between 500 and 1,400 m at the Forsmark site. The temperature at the same depth in different
boreholes differs over a range of 2°C (SKB 2005, 20064, b). These thermal data have been used for
ground temperature modelling which provided new and better constrained values on geothermal heat
flow as well as estimates on the difference between ground- and air temperature for the site (Sundberg
et al. 2009). The results from the ground temperature modelling were applied in the setup of the 2D
permafrost model, which considerably reduced the uncertainty associated with determination of the
ground surface temperature from the air temperature and the estimation of the in sifu temperature and
geothermal heat flow for the 1,000—10,000 m-depth for the thermal boundary and initial conditions.

In general the uncertainty in thermal characteristics of the bedrock and geothermal heat flow has
a significantly smaller impact on modelled permafrost and freezing depths than uncertainties related
to ground conditions and climate.

Surface conditions

The impacts of the surface conditions on the spatial (along the profile) development of permafrost
and perennially frozen ground was investigated by Hartikainen et al. (2010) using site-specific infor-
mation on climate and landscape features including water bodies and topography. In the SR-PSU
study of Brandefelt et al. (2013), the results of the previous investigations were used to choose surface
conditions that promote permafrost development in Forsmark. Thus, dry surface conditions and dry
climate conditions were used in these simulations.
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Near-surface temperature

In the SR-PSU study of Brandefelt et al. (2013), the annual cycle of near-surface air temperature in
Forsmark was estimated based on climate model simulations and a literature review. All known uncer-
tainties in the climate modelling results were taken into account under the pessimistic assumption
that they all would result in cooling in Forsmark. These uncertainties include inter-model differences
and internal variability, atmospheric greenhouse gas and aerosol concentrations and glacier and ice
sheet dynamics, see Section 3.3 of Brandefelt et al. (2013). Thus, the full range of uncertainty in near-
surface air temperature is taken into account in these simulations. The sum of all known uncertainties
varies from 4°C, for climates similar to the present, to 12°C, for cold climates substantially different
from the present climate.

Major uncertainties exist in the near-surface temperature used for the last-glacial-cycle permafrost
modelling (SKB 2006a, Hartikainen et al. 2010), including uncertainties as to its representativeness
for the last glacial cycle climate. A detailed discussion and description of these uncertainties are
found in Appendix 1 of SKB (2010a). To cover the estimated uncertainties in air temperature recon-
structed for the last glacial cycle, a large range of sensitivity cases and alternative air temperature
variations have been analysed. This was also motivated by the fact that the variation in surface
conditions and climate has a larger impact on modelled permafrost and freezing depth than bedrock
thermal conditions and geothermal heat flow.

Input data for the permafrost modelling are described in Hartikainen et al. (2010, Appendix H) and
SKB (2010a).

Repository heat

The heat from a repository for spent nuclear fuel was included in the 1D permafrost study made for
SR-Can and in the 2D study made for SR-Site. Nonetheless, these simulations were used to define
the evolution of climate domains in the period after 50 ka AP in the global warming and early
periglacial climate cases and in the Weichselian glacial cycle climate case for SR-PSU. However,
as described in Section 3.4.7 of the SR-Site Climate report (SKB 2010a), the temporal difference
in the timing of the onset and termination of periglacial climate conditions is negligible since it is
the surface conditions that are the main factor for the initiation and development of permafrost.

2.1.8 Adequacy of references

The SKB report produced for the handling of permafrost and freezing processes in SR-PSU (Brandefelt
et al. 2013) has undergone the SR-PSU QA system handling, including a documented factual review
procedure. Also the SKB report produced for SR-Site (Hartikainen et al. 2010) and the SR-Can Climate
report (SKB 2006a), from which some studies are used, have undergone QA system handling including
a factual review process. Other references used for the handling of the permafrost and freezing pro-
cesses, in this report and in Brandefelt et al. (2013) are either peer-reviewed papers from the scientific
literature or the textbooks (Yershov 1998, Lide 1999, French 2007).

2.2 Isostatic adjustment and shore-level changes

In addition to the descriptions in the present section, a detailed in-depth description of the physics of
glacial isostatic adjustment (GIA), how it affects sea-level, and the methods which are employed to
study and understand these processes are presented in Whitehouse (2009).

The major part of Section 2.2.1 is adapted from SKB (2006a, Section 3.3) written by P. Whitehouse,
whereas some parts are adapted from Lund and Néslund (2009). Section 2.2.2 is adapted from SKB
(2006a). Section 2.2.3 is from Lund and Néslund (2009), and Section 2.2.4 is adapted from SKB (2006a)
and Whitehouse (2009).
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2.21 Overview/general description
Shoreline migration, sea-level and shore-level

The spatial location of the shoreline varies in time. Shoreline migration is the result of eustatic changes
relative to isostatic changes of the solid surface of the Earth. The shoreline location is determined by
the height of the geoid surface, corresponding to the undisturbed ocean surface, relative to the solid
surface of the Earth. The geoid is the equipotential surface of the Earth’s gravitational field which best
fits the undisturbed surface of the oceans. The shape of the geoid is governed by the gravitational
field of the Earth and varies over time.

Sea-level is defined to be zero on land and positive in the oceans, where it corresponds to the depth of
the ocean. Relative sea-level is the vertical height difference between the geoid at an arbitrary time and
the present height of the geoid, where the height of the geoid is measured relative to the height of the
solid surface. Relative sea-level is defined to be zero at the present day. It is positive during transgres-
sion, when the intersection of the geoid with the solid surface is higher than at present and negative
during regression, when the intersection of the geoid with the solid surface is lower than at present.
The relative sea-level is also termed relative shore-level in this report.

Relative sea-level changes are a result of isostasy and eustasy. Isostasy is the response of the solid
Earth to loading or unloading by ice or water, and/or unloading and loading due to denudation and
sedimentation. Eustasy refers to changes in sea-level arising from changes in ocean water volume,
due to mass exchange between continental ice masses and the oceans and density changes associated
with ocean temperature and salinity, and, the spatial distribution of ocean water changes.

The solid Earth

The solid Earth consists of the crust, the upper and lower mantle, and the outer and inner core.

The lithosphere comprises the crust and part of the upper mantle. The average thickness of the
lithosphere is ¢ 100 km, although this value varies between less than 30 km for oceanic lithosphere
and up to more than 200 km for continental lithosphere (Watts 2001). Lithospheric thicknesses in
Fennoscandia range between ~60 km in the north-west and ~200 km in the south-east (Watts 2001).
The lithosphere is less dense than the mantle below and responds approximately elastically to forces
applied at the surface. The deformation of this layer is short-lived once the load is removed. The
mantle responds viscoelastically to forces applied over a time scale of ~100 ka. The recovery of this
layer to a state of isostatic equilibrium following loading takes several orders of magnitude longer
than the recovery of the lithosphere. The rheological properties of the lithosphere and upper and
lower mantle determine the precise magnitude and duration of solid Earth deformation, see further
Sections 2.2.2 and 2.2 4.

Glacial isostatic adjustment

The redistribution of mass associated with the growth and decay of continental ice sheets gives rise
to major glacial loading and unloading effects over time scales of several tens of thousands of years.
For instance, during the decay of a major ice sheet, the unloading of mass results in a post-glacial
rebound of the crust, which continues well after the disappearance of the ice. This process is well
known from previously glaciated regions such as Canada and the United States, Fennoscandia,

the British Isles and Siberia (e.g. Ekman 1991); areas where this process is still active today, some
10-15 ka after the last deglaciation. The response of Earth’s crust, mantle and gravitational field is
referred to as Glacial Isostatic Adjustment (GIA). The Earth’s outer and inner cores are not affected
by GIA processes. In previously glaciated terrain without strong tectonism, glacial isostatic adjust-
ment is the most significant geodynamic process governing vertical deformation of the crust (e.g.
Peltier 1994).

During the Last Glacial Maximum (LGM), around 20 ka ago, the Laurentide ice sheet of Canada and
the United States, and the Fennoscandian ice sheet had maximum thicknesses of around 2.5-3 km,
corresponding to a total of ¢ 120—135 m of global sea-level lowering at the LGM deduced from
coral-reef data (Yokoyama et al. 2000). When these large ice masses slowly formed, their weight
resulted in a slow downwarping of Earth’s crust. One important factor that governed both this
process and the following glacial unloading is the physical properties of Earth’s crust and mantle.
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In the downwarping process, mantle material has to be displaced and flow laterally in order to
make room for the flexing crust. At times of ice-sheet decay, mantle flow is reversed and the crust
rebounds. Since the mantle viscosity is high, the downwarping and subsequent rebound are slow pro-
cesses. Furthermore, it has been shown that a deglaciation of large Northern Hemisphere ice sheets
results in deformation of the Earth’s entire surface, producing a series of upwarps and downwarps
away from the areas of the former ice sheets (Figure 2-12). However, the deformation is largest in
the regions that were glaciated.

The glacial isostatic adjustment process manifests itself not only in the slow rebound regions of past
ice sheets. Current melting of glaciers produces additional GIA effects. As an example, Iceland is
currently undergoing rapid glacial rebound due to a mass loss of Vatnajokull and other smaller ice
caps (e.g. Arnadottir et al. 2009). Since the viscosity of the mantle is inferred to be three orders of
magnitude lower beneath Iceland (Arnad(')ttir et al. 2009), than below, for example, Fennoscandia,
uplift rates on Iceland are on the order of 20 mm/year, in spite of the much smaller volume of ice loss.

Outside the ice-sheet margin, an uplifted forebulge, or peripheral bulge, is formed (e.g. Mdrner 1977,
Fjeldskaar 1994, Lambeck 1995). The forebulge is caused by flexure and a lateral displacement of
mantle material extending outside the ice margin, and it may stretch for several hundreds of kilometres
beyond a major ice sheet. The uplift of the forebulge is considerably smaller than the downwarping
of the crust beneath the central parts of the ice sheet; on the order of tens of metres. During and after
deglaciation, the area of the forebulge experiences land subsidence, exemplified by the ongoing
lowering of the Netherlands, southern England and the east coast of the United States. It is worth
noting that land subsidence in these regions is also a result of ongoing marine sediment loading. The
location of maximum forebulge uplift migrates toward the formerly glaciated region as the ice sheet
withdraws. In addition to the formation of the forebulge, the elasticity of the lithosphere may result
in a downwarping of the crust, not only under the ice sheet, but also to some extent outside the ice
margin. This produces a flexural depression between the ice margin and the forebulge, a depression
where lakes may form from glacial meltwater.

At present, the crust beneath the Antarctic and Greenland ice sheets is depressed in a similar way as
previously occurred under the North American, Fennoscandian and Siberian ice sheets. In Greenland
and Antarctica, the crust would also be subject to significant glacial rebound if these areas were to be
deglaciated in the future.

Submergence Emergence

= =]

Figure 2-12. Calculated deformation resulting from an instantaneous unloading of Northern Hemisphere
last glacial cycle ice sheets at 16 ka BP. The results show five sea-level zones with similar sea-level histo-
ries within each zone. Sea-level zone 1 is marked in yellow. The entire Earth is affected by the unloading

through a series of elevated and subsided regions away from the areas of the former ice sheets. Modified

from Clark et al. (1978).
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GIA-induced relative sea-level changes

GIA-induced sea-level changes arise as a result of the gravitationally-consistent redistribution of
water between ice sheets and ocean basins, and thus the evolution of surface loading. Any redistribu-
tion of surface mass alters the shape of the geoid, which in turn defines the position of the surface
of the oceans. Relative sea-level changes exhibit complex global spatial and temporal patterns, and
are strongly dependent upon the location relative to major ice sheets. Relative sea-level changes at
locations far from ice sheets (hereafter referred to as far-field locations) are dominated by the eustatic
signal; during deglaciation monotonic sea-level rise causes land inundation and the shift of shorelines
inland. At locations close to ice sheets (hereafter referred to as near-field locations) the isostatic signal
dominates; rebound of the solid surface from the time of deglaciation onwards causes land emergence
and the migration of shorelines oceanwards. These are two end-member cases, and, in general, sea-level
change, and hence shoreline migration, is governed by a complex interplay of isostatic and eustatic
processes, operating on different time scales.

GIA-induced sea-level changes depend on the following factors (see Figure 2-13):
* The location and thickness of ice sheets.
» The depth and extent of the oceans.

* The structure and properties of the solid Earth and its response to surface loading.

Changes in surface loading arise due to the exchange of mass between ice sheets and ocean basins
throughout a glacial cycle. The presence of ice-dammed lakes and the redistribution of sediments
also contribute to changes in surface loading, although, in Fennoscandia, the short-lived nature of
ice-dammed lakes, and their shallow depth, means that this perturbation to the pattern of surface
loading probably has a negligible effect when considering the solid Earth response. The denudation
of bedrock and redistribution of associated sediments persists over a much longer time scale, on the
order of millions of years. On a regional scale, over a single glacial cycle, the effect of sediment
redistribution upon solid Earth deformation is negligible in relation to the ice load, but over several
glacial cycles, or locally, it may be of significance.

GLACIAL ISOSTATIC ADJUSTMENT

Surface Mass * location and thickness of ice sheets
Redistribution « depth and extent of oceans

]

]

« Relative sea level

» Geopotential

Earth Response * Rotation vector

« 3D solid surface
deformation

Figure 2-13. The theory of Glacial Isostatic Adjustment (GIA): inputs and outputs of the system.
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The height of the geoid, or mean ocean surface, is dependent upon direct and indirect geoid
perturbations (Milne et al. 2002), as well as changes in ocean water volume and the capacity of
ocean basins. Direct effects refer to the deflection of the geoid due to the direct attraction of surface
mass loads, such as ice sheets. Indirect effects refer to geoid perturbations arising due to the surface
load-induced deformation. The volume of the oceans will vary as water is transferred to and from

the ice sheets. Also changes in ocean capacity and bathymetry arise as a result of crustal and geoidal
perturbations in response to ice and ocean loading. The ice-loading solid surface response includes the
depression and rebound of the solid surface in the location of ice sheets, and the raising and lowering
of glacial forebulges in areas surrounding the ice sheets. The ocean-loading response is similar to
the ice-loading response. However, at continental margins ocean loading induces a levering of the
continental lithosphere and a subsidence of offshore regions, this is referred to as continental levering
(Clark et al. 1978) (see Figure 2-14). The combination of ice and ocean loading leads to a decrease in
the volumetric capacity of the ocean basins during glaciation, and an increase during deglaciation due
to the growth and decay of offshore peripheral bulges, resulting in a globally uniform rise or fall in sea-
level, respectively. The ongoing fall in sea-level following the last deglaciation due to the migration of
water from equatorial regions to subsiding peripheral bulge regions has been termed equatorial ocean
syphoning (Mitrovica and Peltier 1991, Mitrovica and Milne 2002).

Changes in relative sea-level result in shoreline migration. A rise in relative sea-level and the consequent
inland migration of the shore may be due to solid Earth subsidence, an increase in the height of the geoid
(ocean surface) as a result of ice-sheet melting, or a combination of these processes. Similarly, a fall in
relative sea-level and the consequent migration of the shore towards the ocean may be due to isostatic
rebound, a fall in the height of the geoid due to ice-sheet build up, or a combination of these processes.
In the vicinity of the Fennoscandian ice sheet, the effects of isostatic deformation and changes to the
height of the geoid occur simultaneously, and may have opposite effects on the position of the shore-
line. Further, the surface of the Baltic Sea does not solely depend on the height of the geoid, but also on
the elevation of its sills relative to the Atlantic sea-level, and ice thicknesses at locations with potential
connections to the sea; these may cause it to become isolated from the global ocean.

Indirectly, groundwater flow and composition are influenced by shoreline migration. If the site is not
subject to permafrost, and it is not covered by an ice sheet, the sea, or a lake, then the groundwater
surface follows a subdued version of the topography. Groundwater flow will be driven by topography,
assuming precipitation exceeds evaporation. If the site is submerged the situation will be almost
stagnant and groundwater flow will be driven by density variations only (SKB 2010c). Groundwater
composition is affected, since relative sea-level affects the salinity of the Baltic Sea. Relative sea-level
and the extent of the ice sheet determine whether there is a connection between the Baltic Sea and the
ocean. This, together with the runoff to the Baltic basin, determines the salinity in the sea/lake water.

Continent —— |<—— Ocean

-

a)

b)

Upwarping t2>11

Subsidence

Figure 2-14. Continental levering: the migration of water into offshore regions following deglaciation
results in offshore subsidence and onshore upwarping. Ocean floor subsidence results in sea-level fall at
far-field sites.
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2.2.2 Controlling conditions and factors
Loading

The main factors governing the evolution of relative sea-level during the last glacial cycle, and hence
shoreline migration, throughout Fennoscandia are the loading history — both with regard to ice and
ocean water — and the rheological parameters governing the response of the solid Earth to such a load.

Near-field relative sea-levels are very sensitive to variations in the evolution of the near-field ice sheet
(Lambeck et al. 1998, Davis et al. 1999, Tamisiea et al. 2001, 2003, Milne et al. 2002, Kaufman and
Lambeck 2002). There remain uncertainties in the details of ice loading during the last glacial cycle,
especially with regard to estimates of ice thickness within Fennoscandia.

The details of far-field ice sheets are irrelevant for the prediction of relative sea-level change in
Fennoscandia (Peltier 1998, Mitrovica et al. 2001b, Tamisiea et al. 2003, Bassett et al. 2005); mass
changes in the far field mainly provide an influence on global-average sea-level. However, the overall
characteristics of mass-changes in far-field ice sheets may also generate a long wavelength isostatic
response in Fennoscandia. This response is likely to be dominated by the signal from a massive North
American (Laurentide) ice-sheet complex. Due to the position of Fennoscandia on the Laurentide fore-
bulge during the LGM (Mitrovica et al. 1994), the presence of the Laurentide ice sheet is estimated to
have generated 25-30 m of solid Earth uplift in central Fennoscandia at this time (see Section 2.3.4).
The magnitude of this signal does not vary greatly across Fennoscandia (unlike the relative sea-level
signal due to local ice loading), and is not dependent upon the local geometry of the Laurentide ice
sheet; only its volume.

During the last deglaciation an ice-dammed lake prevailed within the Baltic depression when non ice-
covered sills were above sea-level and all other potential connections between the Baltic Sea and the
North Sea were dammed by the ice-sheet ice (e.g. Bjorck 1995, Lambeck 1999). The surface of the
ice-dammed lake was constrained by the height of the ice sheet above sea-level and the surrounding
topography, i.e. the sill levels, and there is evidence to suggest that immediately prior to the draining
of the so called Baltic Ice Lake its surface was 25 m above the contemporary relative sea-level (Bjorck
1995). Due to the relatively small volume of water released to the oceans as the ice lake drained the
resulting perturbation of global sea-levels was insignificant (Lambeck 1999). The shallow depth and
the short duration of the ice lake mean that its impact on isostasy was negligible in comparison with
the ice load.

Another process that may impact the loading is erosion and sediment transfer. Erosion and transport
of sediment took place beneath warm-based parts of the ice sheet during previous glacial cycles,
and this mass redistribution has affected isostatic loading and topography. However, the average
total depth of glacial erosion over all Late Pleistocene glacial cycles in lowland Precambrian parts
of Fennoscandia is on the order of a few tens of metres, see Section 2.4. Therefore, on the time
scale of one glacial cycle, the average unloading/loading effect of this process may be neglected.
However, any local reshaping of the land will affect the evolution of the shoreline, and this needs

to be taken into account.

Rheological parameters and topography

In order to determine the Earth’s response to surface loading, its internal rheological and density
structure must be specified. The characteristic time scale for loading during a glacial cycle will
excite both elastic and viscous responses; therefore a viscoelastic (Maxwell) rheology is adopted.
Such a system behaves elastically on a short time scale and viscously on a long time scale when
placed under stress.

Parameters describing the rheological properties of the Earth’s lithosphere and upper and lower mantle
define its response to loading during a glacial cycle. The average density and elastic structure of the
Earth are taken from Dziewonski and Anderson (1981). The lithosphere is generally regarded as
elastic for the purposes of GIA studies; this has been shown to be a good approximation throughout
the development of the subject (McConnell 1968).
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The upper mantle lies below the lithosphere, extending to a depth of 660 km, and then the lower
mantle extends to 2,900 km below the Earth’s surface. The viscosity of the upper and lower mantle
have been constrained to lie in the ranges 1-10*°-2.6-10*' Pa s and 2-10*'~1-10* Pa s, respectively, as
determined from previous GIA studies (Davis and Mitrovica 1996, Mitrovica and Forte 1997, Simons
and Hager 1997, Lambeck et al. 1998, Davis et al. 1999, Milne et al. 2001, 2002, 2004, Mitrovica and
Forte 2004). Lateral variations in radial viscosity structure may be derived from seismic shear-velocity
models by converting velocities to temperatures, and then using temperature to estimate viscosity.

Present-day topography is used to constrain paleotopography. When calculating paleotopography,
see Section 2.4, we assume that all changes to the shape of the land arise from the differential GIA
response across the region; however topography is also affected by tectonic, erosional and deposi-
tional processes. However, the latter processes are judged to be of little significance compared with
GIA effects.

The isostatic adjustment and shoreline migration described above may affect a number of geosphere
variables of importance for a geological repository (Table 2-3).

2.2.3 Natural analogues/observations in nature

The GIA process may be observed by studying relative sea-level markers, both from the geological
record and from tide gauge data, GPS observations of the 3D deformation of the solid surface,

the time-variation of the gravity field as observed by satellites and land-based gravity surveys, and
changes in the orientation of the Earth’s rotation vector and length of day.

The geological data, including paleoshoreline positions, lake isolation and tilting information,
cover a longer time period than the tide gauge data, but the tide gauge data are more accurate, both
in terms of their vertical resolution and the dating of the information. In this context, shorelines
or other geomorphological features that formed at the highest post-glacial sea-level, in front of

the retreating ice sheet margin, provide the oldest estimate of former relative sea-level positions.
However, the total amount of post-glacial uplift at a site is typically larger than can be inferred
from, for example, raised beaches. A significant portion of the uplift takes place as the ice sheet
starts to decay, prior to the actual deglaciation of a typical site situated at some distance from the
maximum ice margin. The total maximum amount of glacial rebound that has occurred due to

the decay of the Fennoscandian ice sheet is around 800 m (e.g. Morner 1979) (Figure 2-15). This
may be compared to the largest value of rebound as inferred from the highest marine limit, which
is situated at ~280 m a.s.l. in the Swedish coastal region of the Gulf of Bothnia. Another related
method to study glacial rebound is to analyse the amount and direction of tilt of paleoshorelines
of glacial lakes that formed beyond the retreating ice margin. A selection of geological relative sea-
level data for Fennoscandia can be found in e.g. Lambeck et al. (1998), Passe (2001), Eronen et al.
(2001), Kaufmann and Lambeck (2002), Whitehouse (2007"), and references therein, but at present
a complete compilation of such data does not exist.

Table 2-3. A summary of how geosphere variables are influenced by isostatic adjustment and
shoreline migration.

Geosphere variable Climate issue variable Summary of influence

Rock stresses Isostatic depression/  The deformation of the Earth’s crust will lead to altered rock stresses.
rebound

Groundwater Relative sea-level If the site is not covered by the sea or a lake the groundwater pressures

pressure will be determined by topography and groundwater recharge. If the site

is submerged the groundwater pressure will be determined by the depth
of the seallake.

' Whitehouse P, 2007. A relative sea-level data base for Fennoscandia, Durham University, February 2007.
Excel data base stored at SKB, SKBdoc 1265613.
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Figure 2-15. Total amount of glacial rebound (metres) that has taken place due to the deglaciation of the
Weichselian ice sheet. The bold line shows the approximate maximum extent of the Weichselian ice sheet. Note
that the total amount of rebound is more than twice as large as the amount of rebound that may be inferred
from raised beaches formed at the highest post-glacial sea-level (see the text). After Fredeén (2002).

Pésse (2001) developed an empirical model of glacio-isostatic rebound and shore-level displacement
in Fennoscandia. The glacial isostatic component was estimated based on lake-tilting information
and shore-level data from the area covered by the Scandinavian ice during the late Weichselian.
The eustatic component was determined by iteration comparing a hypothetical glacial isostatic
rebound evolution and empirical data on shore-level evolution. The resulting present day relative
uplift rate displays a concentric spatial pattern over Fennoscandia, with a maximum rate of ¢ 9 mm/yr
in the northernmost part of the Baltic Sea. This relative uplift rate includes an eustatic contribution
(sea-level rise) of ¢ 1.1 mm/yr. The present day relative uplift rate, representing the present day
shore-level change at Forsmark, is ¢ 6 mm/yr. The present day glacial isostatic rebound at Forsmark
is thus ¢ 7.1 mm/yr according to Passe (2001).

Care must be exercised when interpreting paleoshoreline data from the Baltic Sea; it is important to
determine whether the data relate to sea-level or a lake level. An overriding problem with geological
data in Fennoscandia is the lack of relative sea-level data prior to the LGM. Most of the evidence
of shorelines prior to that time has been destroyed by the ice sheet. This makes it difficult to test
relative sea-level estimates for the period before 20 ka before present. Furthermore, the fact that
shorelines can only form in ice-free locations provides an important temporal constraint for the testing
of shoreline migration estimates against undated shoreline data.
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One way of making direct observations of ongoing post-glacial crustal deformation is to use high
quality data from networks of continuously operating permanent GPS receivers. GPS data provide
satellite-measured observations of changes in baseline distances which yield present-day rates of
vertical and horizontal motion at a series of discrete positions. GPS data from the BIFROST project
(Johansson et al. 2002) provide excellent spatial coverage of present-day solid Earth deformation
throughout Fennoscandia to a high degree of accuracy. Typically, the GPS stations used in the
BIFROST project were established within national land survey programmes with an initial aim of
providing reference coordinates for other GPS measurements. The detailed analyses of data from
such permanent GPS stations have provided new insight into the processes of post-glacial rebound or
GIA in Fennoscandia and Canada (cf. Scherneck et al. 2001, Henton et al. 2006). The results provide
information on both the rate of the vertical uplift component, as well as on the associated smaller
horizontal component of crustal motion (e.g. Johansson et al. 2002) (Figure 2-16). The rates are
averaged over the period of data collection, which is generally on the order of 10 years at the present,
to yield estimates accurate to within ~0.4 mm/yr in the horizontal direction, and ~0.7 mm/yr in the
vertical direction (Lidberg et al. 2010). The vertical component of GIA, interpolated to the Forsmark
site from data of Lidberg et al. (2010), amounts to 8.4 = 0.3 mm/yr.

Vertical deformation rates (mm/yr)
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Figure 2-16. Present-day crustal deformation over Fennoscandia as observed by continuous GPS measure-

ments within the BIFROST project (e.g. Scherneck et al. 2001). The rebound displays a concentric pattern

with a maximum rebound rate of ~11 mm/yr located approximately in the area of the former maximum ice-

sheet thickness. In the post-glacial upwarping process, a horizontal component of crustal deformation is also

present (blue arrows), directed outward from the area of maximum depression. Modified from Lidberg (2007).
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Uplift determined by these GPS observations shows the same concentric uplift pattern as that
derived from sea-level and levelling measurements. The fastest rebound occurs approximately in
the areas where the Laurentide and Fennoscandian ice sheets had their greatest thicknesses.

The maximum vertical uplift rate measured in this way in the area of the former Laurentide ice sheet
is ~13 mm/yr (Henton et al. 2006), while the corresponding value for Fennoscandia is ~11 mm/yr
(Figure 2-16). The largest horizontal displacements are generally found in the area of the ice margins
of the maximum extent of the ice sheet. The difference between the maximum vertical uplift rates

as observed from sea-level levelling measurements and from the analysis of GPS data is to a large
extent covered by the uncertainty errors of the measurements, mainly in the sea-level measurements.

Since the GPS network yields an estimate for the full 3D deformation field, and the horizontal and
vertical components of this field have different sensitivities to the ice history and Earth model, this
opens up the possibility of constraining model parameters more accurately when these data are
combined with sea-level observations. Combining the GPS data with sea-level data is particularly
important when one considers that the GPS data are limited by their relatively short time span, and
can only yield information about present-day deformation rates. The sea-level data are limited by
their poor spatial coverage; a factor that is compensated for by the distribution of GPS observations
throughout the interior of Fennoscandia.

Another, indirect, way of studying ongoing post-glacial rebound is by absolute gravity measurements
(e.g. Lambert et al. 2001, Mékinen et al. 2005), a method that may be used to estimate also the
remaining uplift yet to be expressed in areas where the process is not complete.

2.2.4 Model studies
The GIA model

A recent review of GIA modelling in Fennoscandia is given by Steffen and Wu (2011). Another
detailed review of present day GIA models is presented in Whitehouse (2009, Chapter 4). That chapter
includes descriptions of different GIA approaches used by various research groups and the relative
accuracy of these methods. Recent improvements of the GIA theory are described, as well as current
shortcomings of the models. The various data sets used to calibrate and verify the accuracy of the
modelling are also briefly discussed. A shorter description of GIA models is given here, followed by
an account of the GIA simulations performed for the safety assessment.

The majority of GIA models solve the sea-level equation, which was originally developed by Farrell
and Clark (1976), and describes the gravitationally-consistent redistribution of water from ice sheets
to ocean basins, and thus the evolution of the distribution of water between oceans and land-based
ice sheets. Any redistribution of surface mass alters the shape of the geoid, which in turn defines the
redistribution of water in the ocean basins; therefore an iterative procedure is required to solve the
sea-level equation. The magnitude of eustatic ocean volume changes due to water density changes
associated with temperature and salinity changes is substantially smaller than that of eustatic ocean
volume changes due to mass exchange between continental ice masses and the oceans, which is why
ocean-water density variations are not taken into account in GIA modelling.

There have been many attempts to construct a dynamical model to explain the observed processes
of GIA. Following Farrell and Clark (1976), early studies neglected the time dependence of ocean
shorelines (Wu and Peltier 1983, Nakada and Lambeck 1989, Tushingham and Peltier 1991), and the
ice loading was simply applied as a series of ‘finite elements’ (Clark et al. 1978, Peltier et al. 1978,
Wu and Peltier 1983). In 1991, Mitrovica and Peltier (1991) derived a pseudospectral approach to
solving the sea-level equation, and this method has been widely used throughout the field ever since.
Models that take into account the time-varying nature of shorelines began to be developed in the
early 1990s (Lambeck and Nakada 1990, Johnston 1993, Peltier 1994, 1998, Milne 1998, Milne et al.
1999, Peltier and Drummond 2002, Kendall et al. 2005), and the effects of Earth-rotation have also
subsequently been considered (Han and Wahr 1989, Bills and James 1996, Milne and Mitrovica 1998,
Peltier 1998, Mitrovica et al. 2001a, 2005). Initial investigations into the effect of lateral variations
in Earth structure are also in the process of being developed (Kaufmann et al. 2000, Wu et al. 2005,
Latychev et al. 2005b, Paulson et al. 2005, Whitehouse et al. 2006).
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Figure 2-17. Flow chart outlining the inputs (in red), calculations (in green) and outputs (in blue) required
to calculate paleoshoreline positions due to GIA processes.

The GIA model used in this study was developed by Milne (Milne 1998, Milne and Mitrovica 1998,
Milne et al. 1999). Three refinements to the original sea-level equation presented by Farrell and
Clark (1976) have been developed by Mitrovica and Milne (2003). Firstly, time-dependent shoreline
positions are taken into account when calculating the ocean-loading function. Shorelines can change
position by several hundreds of kilometres in flat terrains, and this must be accounted for in applying
the ocean load. Secondly, the water influx into regions vacated by retreating, marine-based ice is
carefully accounted for in the distribution of the load (Milne et al. 1999). And thirdly, changes to the
rotational state of the Earth as a result of both surface and internal mass redistributions are considered.
The model used to generate predictions of relative sea-level change in this study is based on a new
general theoretical foundation that includes all these advances.

The sea-level equation

The sea-level equation takes account of changes to the height of the geoid and the Earth’s solid surface.
Local factors, such as changes to the tidal regime, the consolidation of sediments, and tectonic processes,
are neglected in this study.

Aé}”?l(‘[’ (D) = Aé(’LlV(T)—*—AfI?OY(T’ ¢)+Aflofal(T’ w) (2_2)

In the above expression the left-hand side refers to changes in relative sea-level at time t and location
¢. The first term on the right-hand side is the time-dependent eustatic signal, the second term varies
in space and time, and relates to the isostatic effects of glacial rebound, including both ice and water
load contributions, and the third term refers to local factors, as described above. In order to solve
Equation 2-2 in a gravitationally self-consistent manner, a pseudo-spectral algorithm (Mitrovica and
Peltier 1991, Milne and Mitrovica 1998) is employed. Green’s functions are constructed to determine
the GIA-induced perturbations to the geopotential and solid surfaces due to loading. The resulting
temporal convolutions are evaluated by describing the GIA loading history as a series of discrete
Heaviside increments. The spatial convolutions are performed by transforming the problem to the
spectral domain and employing the pseudospectral algorithm (Mitrovica and Peltier 1991, Milne
and Mitrovica 1998).

The method by which relative sea-level is calculated at a certain position, at a certain time, may be
broken down into a series of simplified steps. At the start of the model run, loading is applied to
an Earth model that is assumed to be in isostatic equilibrium. Once an ice load is applied at each
time step the resulting deformation of the solid Earth and the perturbation to the geoid are calculated.
The new shape of the geoid determines the redistribution of water in the oceans and the new extent
of the oceans. However, this redistribution of water in turn affects the shape of the geoid and
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the deformation of the solid Earth in oceanic regions, therefore an iterative procedure is used to ensure
the correct treatment of perturbations to the solid and geoid surfaces; recalculations of the perturba-
tion to the geoid and the redistribution of water are carried out until there are no further changes, at
which point loading for the next time step is applied. Loading is applied via forward time stepping.

The GIA model provides an estimate of relative sea-level as a function of location and time for the
simulated period. In the method used here, relative sea-level is defined to be zero at the present day,
and heights are given relative to this ‘zero level” at all times in the past and future. Corrections are
applied using present-day topography to determine the height of any point above or below sea-level
at any given time. Assuming that the underlying topography is unaltered by erosion and sedimenta-
tion, the topography at location ¢ and time 1, is calculated via the following equation:

T(p,7) = T(p,7) — $u(0.1) (2-3)

where T is topography, defined to be the height of the solid surface above sea-level at time 1, and &
is relative sea-level at time 1. T, refers to the present day, and ¢ is the location on the surface of the
Earth. Shoreline positions at time T, are determined by the zero paleotopography contour at that time.

Ice loading

The global ice loading model used in this study is modified from the ICE3G deglaciation history
(Tushingham and Peltier 1991), and has been calibrated using far-field relative sea-level data (Radtke
et al. 1988, Fairbanks 1989, Bard et al. 1990, 1996, Chappell and Polach 1991, Chappell et al. 1996,
Hanebuth et al. 2000, Yokoyama et al. 2000). A eustatic sea-level data set has been used to tune

the mass of ice contained within far-field ice sheets. The near-field ice loading for Fennoscandia is
the one described in Section 2.3.4 and has been derived using a thermodynamic ice-sheet model
employing a proxy data paleo-temperature series for the last 120 ka from the Greenland GRIP ice
core (Dansgaard et al. 1993), see Section 2.3.4. From this model, the extent and thickness of the
Fennoscandian ice sheet at a series of discrete times from 116 ka BP to the present day has been
derived and used.

The ice-loading history within Fennoscandia is the principal factor governing relative sea-level
change in Fennoscandia. The loading history presented in Section 2.3.4 is perturbed to investigate

the sensitivity of sea-level change to differences in ice thickness, the timing of deglaciation, the pattern
of ice build-up, and the time scale over which loading is considered (Table 2-4). The extent of ice

at each time step since the LGM has not been perturbed because the geometry of the ice sheets
during this period are relatively well constrained by geological data. Details of the ice build-up prior
to the LGM are less well constrained because geological evidence subsequently has been destroyed.
However, for consistency, the ice extents for this period are also not altered.

An Earth model consisting of a 96 km-thick elastic lithosphere, an upper mantle of viscosity
0.5-10*' Pa s, and a lower mantle of viscosity 1-10** Pa s has been used to investigate the response
to the different loading models.

Table 2-4. Summary of ice-loading models used in this study. In all cases, the ICE3G global ice
model is used to constrain the distribution and thickness of ice outside Fennoscandia.

Model Description of loading model Model run time
1 Weichselian glacial cycle as described in 2.3.4 116 ka
2 Two Weichselian glacial cycles run after each other to give a double glacial cycle 232 ka
3 Weichselian glacial cycle, loading only applied from 40 ka BP 40 ka
4 Weichselian glacial cycle with 90% ice thickness in Fennoscandia 116 ka
5 Weichselian glacial cycle with 80% ice thickness in Fennoscandia 116 ka
6 Weichselian glacial cycle with the timing of deglaciation advanced by 500 years 116 ka
7 Weichselian glacial cycle modified with ice thickness allowed to increase linearly 116 ka
between 60 ka BP and 20 ka BP

8 Four relaxation models, as described in the isostatic memory section Varies
9 Weichselian glacial cycle with all ice removed from Fennoscandia for the duration of the 116 ka

model run, as described in the section on far-field ice sheets
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In Figure 2-18a, the same Fennoscandian surface loading is used, but the model run is initiated at
different times. Due to the assumption that the Earth is initially in isostatic equilibrium there will be
some discrepancy between relative sea-level predictions at early times in a model started at 116 ka
BP and one that has already been running for 100 ka because the Earth’s response is dependent upon
loading history as well as the instantaneous load (see the section on Isostatic Memory). Because the
Earth has undergone a series of glacial cycles, a loading model that accounts for loading and unloading
of the Earth during the previous cycle will give more realistic predictions for relative sea-level during
the cycle of interest. However, the negligible difference between relative sea-level predictions from
the single cycle, double cycle and 40 ka models (models 1, 2, and 3 in Table 2-4), for times between
25 ka BP and the present day, imply that no long-term error is introduced when a model with a later
start time is used. It is important that the shortest possible time steps are used to ensure that the full
loading history is captured; failure to do so will miss short time-scale fluctuations in ice distribution,
leading to a decrease in the accuracy of the relative sea-level predictions.

The effect of altering the thickness of ice in the loading model is illustrated in Figure 2-18b. There
is little difference in the shape and magnitude of predicted relative sea-level for the 80%, 90% and
100% loading models during the minor glaciation between ~65 ka BP and ~50 ka BP (models 5, 4
and 1 in Table 2-4), but comparing results from the 80% and 100% models at the LGM yields
differences of ~100 m at Forsmark. The larger the range of ice thicknesses used, the greater the range
of relative sea-level predictions, as illustrated by the range for Forsmark.

The timing of maximum relative sea-level is the same for all loading models except that where

the timing of deglaciation is brought forward by 500 years (model 6 in Table 2-4). In this case,
maximum relative sea-level also occurs 500 years earlier. Apart from this time shift, which decays to
zero by the present day, there is otherwise no difference between predictions for this model, and the
Weichselian glacial cycle. The magnitude of the maximum relative sea-level is identical to that pre-
dicted by the single cycle, double cycle and 40 ka loading models (models 1, 2 and 3 in Table 2-4).

In model 7 (Table 2-4), ice thickness is allowed to increase linearly between 60 ka BP and 20 ka BP.
This model has been developed to test the postulate that there was a continuous ice sheet presence
in Fennoscandia during this period, see also Section 3.2. The pattern of continuous, linear ice

sheet growth is purely an assumption of this model sensitivity test; the maximum ice thickness of
the Weichselian glacial cycle is never exceeded, but the cumulative effect of loading the Earth for

a longer period results in a greater amount of isostatic depression throughout Fennoscandia, and

a greater relative sea-level maximum (Figure 2-18c). Therefore the GIA signal is not only a function
of the thickness and timing of ice loading at a given time, but also the evolution of the loading.

Relative Sea Level - Comparison of ice loading models (Forsmark)
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Figure 2-18. Predicted relative sea-level for Forsmark. See Table 2-4 for details of the ice loading models.
An Earth model with a thin lithosphere and low upper mantle viscosity has been used in all cases (Model A,
Table 2-5). a) black: model 1, red: model 2, green: model 3. b) black: model 1, red: model 4, green: model 5.
¢) black: model 1, red: model 6, green: model 7.
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The rate of change of relative sea-level throughout the glacial cycle is similar for all the loading
models, except for the model where the pattern of ice-sheet growth has been markedly altered prior
to the LGM (model 7 in Table 2-4, Figure 2-18c). However, predictions of present-day uplift rates for
the various models do highlight small differences between the models (see Figure 2-19). Uplift rates
for the single cycle, double cycle, 40 ka loading model and the model where the timing of deglacia-
tion is shifted by a small amount are virtually identical. Much lower rates are predicted for the case
where only 90% or 80% of the ice thickness is used, although the lateral extent over which rebound
occurs is similar to the standard loading models. The final model, where the pattern of ice-sheet
growth has been altered, yields much greater present-day uplift rates, reflecting the fact that the solid
Earth has to rebound from a position of greater isostatic depression at the LGM. In this final case, the
area over which rebound is still taking place is greater than that predicted by the other loading models.

Present day uplift rates - Comparison of ice loading models

5-4-20 2 4 81012141618
uplift rate (mm/yr)

Figure 2-19. Predicted present-day uplift rates throughout Fennoscandia for the various ice-loading
models. See Table 2-4 for details of the loading models. An Earth model with a thin lithosphere and a low
upper mantle viscosity has been used in all cases (Model A ). a) Loading model 1. b) Loading model 2.

¢) Loading model 3. d) Loading model 4. e) Loading model 5. f) Loading model 6. g) Loading model 7.
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Comparisons between predictions from the GIA model, using the ice loading from the Weichselian
glacial cycle (model 1 in Table 2-4), and observations of relative sea-level and present-day uplift
rates in Fennoscandia show that the modelling overpredicts the GIA response (see Figure 2-20 and
Figure 2-21). There may be several reasons for this; either the ice load has been too large in the ice
loading history, as tested above with load models 4 and 5 reducing the Weichselian glacial cycle ice-
sheet thickness to 90% and 80% respectively, or the misfit could be a result of assuming a laterally
homogeneous (1D) Earth structure, discussed in the section A GIA4 case study with a Fennoscandian

3D Earth structure below, or a combination of the two.

Unlike the geological evidence relating to the spatial extent of the Weichselian ice sheet, very few
constraints upon the ice-sheet thickness exist, and one explanation for the misfit could be that ice
thicknesses in the loading model are too large. As pointed out by Denton and Hughes (1981), early
ice-sheet modelling studies of steady-state ice sheets, including their own, produced ice thicknesses
that were greater than one would expect for ice sheets during a natural glacial cycle. This has since
been confirmed by GIA modelling, showing that such thick ice sheet profiles result in a poor fit

to relative sea-level observations. Subsequent dynamical approaches to ice modelling outlined in
Section 2.3, including the model used in the present study, produce considerably thinner ice sheets, for
example at the LGM. These models yield a closer fit to relative sea-level observations when used as
an input to GIA models, but in the present study there is still a misfit to explain. Some of this differ-
ence may be explained by the fact that there are still gaps in our knowledge of basal processes related
to, for example, sliding and sediment deformation under ice sheets. Another explanation could be that
the assumption of a uniform Earth structure results in too large a GIA response, see below.
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Figure 2-20. Comparison between predicted relative sea-level (black lines) from the GIA model, using
the ice loading from the Weichselian glacial cycle (model 1 in Table 2-4), and observations from relative
sea-level markers (red points) at six sites in Fennoscandia (red stars) for the last 15 ka. Data compiled
from Lambeck et al. (1998).
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Comparison of predicted and observed
present day uplift rates
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Figure 2-21. Comparison of predicted and observed present-day uplift rates. a) Predicted present-day
uplift rates interpolated at GPS sites (black dots and triangles). Data generated using the Weichselian
glacial cycle loading model (model 1 in Table 2-4) and an Earth model consisting of a 96 km-thick elastic
lithosphere, an upper mantle of viscosity 0.5-10°' Pa s, and a lower mantle of viscosity 1-107 Pa s (model A
in Table 2-5). b) Observed present-day uplift rates interpolated at GPS sites. Data from the BIFROST
project (Johansson et al. 2002).

Earth rheology

The second main factor governing sea-level change, together with the load history, is the Earth
model. A three-layer, 1D radial structure is used in these experiments. A discussion of the reasonable
joint parameter range for the rheological properties of the lithosphere and mantle can be found in
Section 2.2.2. The details of the models used in this investigation are outlined below in Table 2-5.

For all of the loading models considered here, for the majority of the glacial cycle, there is less than
~20 m difference in predicted relative sea-level across all five Earth models (see Figure 2-22). However
during the deglaciation of the Fennoscandian ice sheet, at around 14.5 ka BP, the difference in predic-
tions for the five Earth models increases to ~100 m for Forsmark. At any one time, differences in geoid
height at any fixed point will be negligible if the same loading model is used; any differences in

the relative sea-level are therefore due to variations in the solid Earth response to loading.

Table 2-5. A summary of the five Earth models considered in this study.

Model Model description Lithospheric Upper mantle Lower mantle
thickness (km) viscosity (Pa s) viscosity (Pa s)

A Thin lithosphere 96 0.5-10% 1-10%

B Thin lithosphere, strong lower mantle 96 0.5-10% 4-10%

C Thick lithosphere 120 0.5-10% 1-10%

D Thick lithosphere, strong lower mantle 120 0.5-10% 3102

E Thick lithosphere, strong upper mantle 120 0.8-10% 1-10%
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Figure 2-22. Comparison of Earth models. Predicted relative sea-level for Forsmark for all five Earth
models under consideration. See Table 2-4 for details of the loading models. a): Double Weichselian glacial
cycle — loading model 2. b): Single Weichselian glacial cycle — loading model 1. c): Single Weichselian
glacial cycle modified with 80% ice thickness in Fennoscandia — loading model 5. d): Single Weichselian
glacial cycle modified with a constant, linear increase in ice thickness in Fennoscandia between 60 ka BP
and 20 ka BP — loading model 7.

The divergence in the predictions is short-lived, implying that the phenomenon is related to the elas-
tic properties of the lithosphere. In general, an Earth model with a thinner lithosphere will undergo
the greatest isostatic deformation, resulting in the most extreme relative sea-level prediction. From
the results, it also seems that a model with a weaker lower mantle (e.g. models A and C) will undergo
greater deformation than one with a stronger, or higher viscosity, lower mantle, while the model with
the strongest upper mantle (model E), exhibits the smallest amount of solid Earth deformation.

Since the differences in relative sea-level predictions are short-lived, and very few relative sea-level
data are available from this period, it is not possible to test these predictions against data in order to
constrain the Earth parameters. Instead, present-day uplift rates must be used.

Earth models with a thinner lithosphere (models A and B in Table 2-5) are predicted to experience
greater present-day uplift rates, although the extent over which rebound takes place will be slightly
smaller than for models with a thicker lithosphere (see Figure 2-23 and Figure 2-24). Earth models
with a weaker lower mantle (models A and C in Table 2-5) tend to experience greater present-day
uplift rates, over a larger area, than models with the same lithospheric thickness but greater lower
mantle viscosity (models B and D respectively in Table 2-5). The existence of a stronger upper
mantle (model E in Table 2-5) also increases the predicted rate of uplift.

In reality, the Earth is not laterally homogeneous as assumed in these simulations, and variations
in lithospheric thickness and mantle viscosity will perturb the GIA signal. Paulson et al. (2005)
estimated that for realistic variations in mantle viscosity, present-day uplift rates may be altered by
up to 10%. The effect of including a 3D Earth structure for Fennoscandia has been investigated by
Whitehouse (2009, Section 4.5.4). Some of the results of this study are presented in the section 4
GIA case study with a Fennoscandian 3D Earth structure below.
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Present day uplift rates - Comparison of Earth Models
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Figure 2-23. Comparison of Earth models. Predicted present-day uplift rates throughout Fennoscandia for
the five Earth models under consideration. The loading model is defined to be a single Weichselian glacial
cycle (Model 1) in all cases. a) Earth model A. b) Earth model B. ¢) Earth model C. d) Earth model D.

e) Earth model E.
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Present day uplift rates - Misfit between observations
and predictions
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Figure 2-24. Residual present-day uplift rates (misfit between observations and predictions) throughout
Fennoscandia for the five Earth models under consideration. The predictions of Figure 2-23 are interpo-
lated at the BIFROST GPS sites and then subtracted from the observed signal (see Figure 2-25). Loading
and Earth models as in Figure 2-23.

Isostatic memory

The time scale over which the GIA model is run has implications for the accuracy of relative sea-level
predictions due to the viscous memory of the Earth model. The Earth is assumed to be in isostatic
equilibrium at the start of a model run. In reality, the Earth is unlikely to reach such a state if the
advance and decay of ice sheets continues with the same periodicity as seen in the past (Figure 1-2).
Therefore, the model must be run for a long enough period that sufficient loading history is considered,
and the initial condition of isostatic equilibrium does not affect predictions during the period of interest.
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In order to investigate the sensitivity of the simulated isostatic deformation to the assumptions on ice
sheet loading, four loading models were defined.

» The ‘standard’ model: Weichselian glacial cycle loading is applied for a single glacial cycle.
* The ‘double’ model: Weichselian glacial cycle loading is applied over two consecutive glacial cycles.
* The ‘40 ka’ model: Weichselian glacial cycle loading applied only from 40 ka BP.

* The ‘80%’ model: Weichselian glacial cycle loading modified with only 80% of the ice thickness
in Fennoscandia being applied for a single glacial cycle.

In all four cases, the loading models were run using three different Earth models (A, C and D in
Table 2-5 above), and following the final loading time step at 0 ka BP the relative sea-level calculations
were allowed to run for another 60 ka into the future without any further change to the distribution
of surface loads, thus enabling the system to return to equilibrium.

The vertical solid Earth response was calculated at six sites for each model run. These sites were
chosen to lie roughly 250 km apart along a profile running approximately south from the present-day
centre of isostatic uplift (see Figure 2-25) in order to investigate the solid Earth response at a range
of distances from the previous centre of ice loading, and for a range of loading histories.

Deformation at each of the six sites is defined to be zero at the start of the model run. During the
experiment, solid Earth deformation at each site was measured relative to the initial position, with
negative values indicating a decrease in elevation due to isostatic subsidence. The timing and mag-
nitude of maximum depression is recorded in each case, and when the deflection of the site returns
to less than 1% of the maximum deflection, equilibrium is assumed. The isostatic signals at sites 1, 4
and 6 are shown for the complete simulation in Figure 2-26 and for the period from present day to
60 ka AP Figure 2-27. A more detailed summary of the results of these model runs are found in SKB
(2010a, Figure 3-6).

(a) Sites used in Isostatic Sensitivity Tests (b) Present day uplift rates
from GPS measurements

-4-32-102 46 81012
uplift rate (mm/yr)

Figure 2-25. a) Map showing the location of the six sites (red stars) where the isostatic response is calculated
and b) the present-day pattern of uplift in Fennoscandia from BIFROST GPS rates (Johansson et al. 2002).
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Figure 2-26. Isostatic deformation sensitivity tests. Solid Earth deformation at sites 1, 4 and 6 (see Figure 2-25)
for the four loading models and three Earth models described in the isostatic recovery sensitivity tests.

For a given site and Earth model, there is little variation in the recovery time for the four different
loading models. The shortest timescale loading model is initiated only ~25 ka before the timing of
maximum deformation, and the difference in solid Earth deformation between this model and the
double-cycle loading model is negligible from the time of maximum deformation onwards (see
Figure 2-26). Therefore, the isostatic response of the Earth models is not dependent upon loading
prior to ~25 ka before the timing of maximum deformation, and a loading model need only contain
information from ~25 ka prior to the period of interest to ensure no distortion of the results due to
initial conditions.
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Figure 2-27. Isostatic deformation sensitivity tests. Solid Earth deformation projections between the
present day and 60 ka AP at sites 1, 4 and 6 (see Figure 2-25) for the four loading models and three Earth
models described in the isostatic recovery sensitivity tests.

Following unloading, the time to reach equilibrium varies between ~40 ka and ~75 ka. This range,
and the observation that regions of maximum deformation recover more rapidly, may partly be attrib-
uted to the non-linear nature of solid Earth rebound. However, the distribution of relaxation times is

principally an artefact of the method by which rebound is calculated: The rebound criterion states that
deflection must return to within 1% of the maximum deflection. Therefore regions of greatest deforma-
tion seem to recover more rapidly as they only need return to a larger absolute deflection. The positive
isostatic deformation at point 6 (Figure 2-26) indicates that this site was uplifted as part of a glacial
forebulge prior to being loaded. For all sites, the time for recovery was found to be similar for Earth
models A and C, but the model with the stiffer lower mantle (Earth model D) took consistently longer
to reach maximum deformation and recover to equilibrium.
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The ‘80%’ model was included in this study because it gives the closest fit to present-day uplift rates
using the 1D GIA model. However, despite attaining a smaller maximum amount of deformation,
the long-term rate of recovery for this loading model is not substantially different from that for
models with 100% ice thickness. Therefore, the rate of isostatic recovery is not strongly dependent
upon the magnitude of the load, but rather the timing of loading.

Importance of far-field ice sheets

Variations in the far-field Laurentide and Antarctic ice sheets perturb the shape and height of the global
geoid signal, and generate an isostatic solid Earth response. Due to the distance of Fennoscandia from
these ice sheets, the geoid signal will effectively be detected as a near-uniform rise or fall in the height
of the geoid/ocean surface, dependent upon the surface mass change associated with these far-field ice
sheets and distance from these surface masses. The solid surface signal due to far-field ice sheets will
only be detectable in Fennoscandia if this region is located upon the forebulge of the deformation, as was
the case during the maximum extent of the Laurentide ice sheet during the LGM (Mitrovica et al. 1994).

The magnitude of the solid Earth signal due to far-field ice sheet loading was calculated using

a standard global ice-loading model for a single glacial cycle (Tushingham and Peltier 1991) with

the ice removed from Fennoscandia during the last glacial cycle. Estimates of horizontal and vertical
deformation at Forsmark are shown in Figure 2-28.

The positive sign of the predicted vertical deformation due to far-field ice loading at Forsmark
(Figure 2-28a) indicates that the site was situated on the deformational forebulge of the Laurentide ice
sheet, as predicted by Mitrovica et al. (1994). However, the calculated signal may overpredict reality,
due to the neglect of any lateral structure in the Earth model; see section A GIA case study with

a Fennoscandian 3D Earth structure below. The negative sign of the horizontal deformation indicates
motion in an easterly direction. The non-zero magnitude of predicted deformation at the present day
simply implies that the system has not yet returned to equilibrium following the removal of the
far-field ice load.

The vertical deformation peaked at 18 ka BP, coincident with the maximum extent of the Laurentide
ice sheet. The steady increase in the signal over time is a result of the gradual growth of the Laurentide
ice sheet throughout the last glacial cycle. The magnitude of this deformation reached ~25 m for Earth
models with a smaller lower mantle viscosity of 1-10 Pa s (models A, C and E), and only ~20 m
for Earth models with a stronger lower mantle (models B and D). The strong lower mantle models
demonstrate a slower, smaller response to loading, and a slower rate of recovery following unloading.

Isostatic deformation due to Far Field ice sheets
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Figure 2-28. Solid surface deformation at Forsmark due to far-field ice loading. See Table 2-5 for
a description of the Earth models used. a) vertical deformation, b) horizontal deformation.
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This separation in the style of deformation according to lower mantle viscosity is also seen in the
smaller horizontal signal (Figure 2-28b). When a stronger lower mantle is assumed, the magnitude of
deformation is smaller during the majority of the glacial cycle, except during deglaciation, when the
recovery of the solid Earth is delayed by ~10 ka for these models. The reason for this is unclear, but
should provide a useful constraint upon lower mantle viscosities when testing predictions against data.
In general, horizontal deformation peaks later than vertical deformation; at ~14.5 ka BP for models
with a weaker lower mantle, and ~4 ka BP for models with a stronger lower mantle. A greater
magnitude of horizontal deformation is predicted for models with a thinner lithospheric thickness

of 96 km (as opposed to 120 km), but the absolute magnitude of the difference is small, and this
phenomenon is not apparent in the vertical signal.

The magnitude of the far-field signal is small in comparison with predictions of near-field isostatic
deformation (less than 10% of the total signal) during the Weichselian glaciation, but must not be
neglected.

A GIA case study with a Fennoscandian 3D Earth structure

Note that in this 3D Earth structure case study, adapted from Whitehouse (2009), the overall aim is
to investigate the sensitivity of GIA predictions to lateral Earth structure. To this end a comparison is
made between dedicated 1D and 3D GIA simulations where the Earth structure has been specifically
adjusted in order to give a relevant comparison between the two models. In turn, this means that the
Earth structures have not been selected to give a best fit of e.g. uplift rates and shore-level displacement
against observed data. Also note that the 1D-3D comparison study described here uses another ice
sheet load history than the Weichselian glacial cycle used in the 1D simulations described in previous
parts of Section 2.2.4.

State-of-the-art GIA models that account for 3D Earth structure use a range of geophysical observables
to infer lateral variations in lithospheric thickness and mantle viscosity. Rayleigh wave dispersion
data have been used to indicate variations in the thickness of the seismic lithosphere in Fennoscandia
(Calcagnile 1982), while coherence studies have been used in the same region to study gradients of
flexural rigidity and elastic thickness (Poudjom Djomani et al. 1999, Watts 2001, Pérez-Gussinyé

et al. 2004). Fennoscandian lithospheric thickness variations, derived from elastic thickness
estimates, are shown in Figure 2-29.

A first-order observation from GIA studies that include 3D Earth structure is that lateral variations in
mantle viscosity affect the magnitude, but not the pattern, of GIA-related uplift rates, whereas they
affect both the magnitude and direction of tangential velocity rates (Kaufmann and Wu 1998, 2002,
Kaufmann et al. 2000, Latychev et al. 2005b, Whitehouse et al. 2006). A case study into the effect
of including realistic Earth structure in Fennoscandian GIA models is presented here.

32N )
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90 150 210 270 330 390 (km)

Figure 2-29. Lithospheric thickness derived from the elastic thickness model of Watts (2001) and Pérez-
Gussinyé et al. (2004). This is part of a global model where the thicknesses have been scaled to ensure

a global mean lithospheric thickness of 120 km. The red lines define plate boundaries. The dashed area is
used to define a Fennoscandian regional model studied in Whitehouse (2009) (see text).
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The sea-level theory presented in Mitrovica and Milne (2003) was implemented using the 3D finite
volume model of Latychev et al. (2005a) to solve the sea-level equation on a spherical, rotating
Earth. Even though this study focuses upon Fennoscandia, global calculations were carried out to
ensure the correct redistribution of meltwater throughout the oceans. To give a global ice-loading
history for the whole of the last glacial cycle that is tuned to fit global ice volumes as determined
using far-field sea-level data (Bassett et al. 2005), the ICE-3G global ice model of Tushingham and
Peltier (1991) was used for all ice sheets except in Fennoscandia where the ice model of Lambeck et al.
(1998) was used, see Figure 2-30.

Calculations were initially carried out using a 1D Earth model with a lithospheric thickness of 120 km,
an upper mantle viscosity of 5-10%° Pa s, and a lower mantle viscosity of 5-10%' Pa s. The calculations
were then repeated using an Earth model that includes lateral variations in lithospheric thickness and
mantle viscosity, and attempts to account for the presence of plate boundaries. The 3D Earth model was
derived using estimates of elastic thickness as a proxy for lithospheric thickness, and seismic velocity
anomalies as a proxy for mantle viscosity. Plate boundary zones are defined to be 200 km-wide bands
of low (2:10% Pa s) viscosity within the lithosphere. Portions of this model are shown in Figure 2-29.

A scaling method was used to ensure that the 1D and 3D Earth models have the same depth-averaged
mean structure; thus permitting a meaningful comparison of the results. For the lithosphere, this means
that the elastic thicknesses of the 3D model were multiplied by a uniform constant to ensure that the
global mean lithospheric thickness is still 120 km. This results in the use of lithospheric thicknesses
of more than 300 km for the Fennoscandian shield: these values are larger than independent estimates
(e.g. Calcagnile 1982), but it should be noted that this study was carried out to explore the sensitivity
of GIA calculations to variations in lateral Earth structure, and does not seek to accurately replicate

the global 3D Earth structure.

For the mantle, the logarithm of the lateral viscosity perturbations at each depth (the calculations are
carried out upon a finite volume grid) are multiplied by a uniform constant to ensure the mean for
that depth is the same as in the 1D model. For further details of the construction of the Earth model
see Whitehouse et al. (2006).

Figure 2-31 shows the predicted present-day uplift and horizontal deformation rates for Fennoscandia
generated using the 1D Earth model. Uplift is centred upon the region of maximum ice-loading, and
horizontal deformation exhibits a radial pattern of motion away from the centre of uplift.
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Figure 2-30. Ice thicknesses in the Northern Hemisphere at the LGM (20 ka BP). From the models of
Tushingham and Peltier (1991) and Lambeck et al. (1998).
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Figure 2-31. Predicted present-day uplift rates (a) and tangential rates (b) generated using the best-fitting
1D Earth model for Fennoscandia and the ice model discussed in the text. Tangential rates are given relative
to a point on the north coast of the Gulf of Bothnia.

Figure 2-32 shows the misfit in present-day vertical and horizontal deformation rates between the
1D and 3D models. Note that the maximum differences of ~3 mm/yr for uplift rates and ~1 mm/yr
for horizontal rates are greater than the current limit of observational uncertainty (e.g. from GPS
measurements), implying that any inferences of Earth structure obtained from the inversion of
geodetic data will be biased if'a 1D profile is assumed.

In Figure 2-32 the 1D model predictions are subtracted from the 3D model predictions, therefore

the blue region surrounded by the orange band in Figure 2-32a indicates that the 1D model predicts
higher maximum uplift rates and lower minimum subsidence rates (more negative) than the 3D
model. The differences are predominantly related to the magnitude of the predictions, and not the
pattern, indicating that the introduction of lateral Earth structure has little effect upon the geometry
of predicted uplift rates. However, in Figure 2-32b the change in the direction of the arrows indicates
that both the magnitude and the pattern of horizontal deformation are perturbed with the introduction
of realistic lateral Earth structure.

The question of weather it will be possible to constrain 3D Earth structure via GIA modelling
remains open. The large number of degrees of freedom means that it is unlikely to be possible to
carry out a unique inversion to determine the 3D viscosity structure using GIA observables. Wu

et al. (2005) claim that the 3D Earth structure can be resolved using relative sea-level data from

the centre of present-day rebound. However, this is disputed in other studies e.g. Spada et al. (2006)
and Whitehouse et al. (2006), due to the similarity of the effect of lateral structure at different depths
upon GIA observables. We investigate this aspect of GIA modelling below.
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Figure 2-32. Misfit between (a) uplift rates and (b) tangential rates generated using a 3D Earth model and
a 1D Earth model. 1D rates are subtracted from 3D rates.
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Figure 2-33 again shows the difference (3D minus 1D) between predicted vertical (left) and horizontal
(right) deformation rates. A different aspect of the 3D model is varied in each row. In the first row
(Figure 2-33a) lithospheric thickness variations are permitted in the 3D calculations, but upper

and lower mantle viscosities are held at the uniform values of the 1D model. In the second row
(Figure 2-33b) a band of low viscosity is defined within the lithosphere along plate boundaries to
replicate the weak stress-coupling across these regions. Other parameters are fixed at the 1D values.
In the third row (Figure 2-33c¢) upper mantle viscosities are allowed to vary laterally whereas the lower
mantle viscosity and lithospheric thickness are held fixed, while in the fourth row (Figure 2-33d) lower
mantle viscosities are allowed to vary while the upper mantle viscosity and lithospheric thickness are
fixed. In the first, third and fourth cases, weak plate boundary zones are not included.

The similarity of Figure 2-33a and c, both in the magnitude of uplift differences and the direction

of the horizontal misfit arrows, indicates that lateral Earth structure at different depths can produce
similar velocity perturbations in Fennoscandia. Therefore, it is unlikely that observations of present-
day deformation rates will be able to uniquely infer the underlying Earth structure, or indeed identify
the depth of any lateral heterogeneity.

The pattern in Figure 2-33d does not replicate the distribution of LGM ice-loading as in the previous
cases, indicating a lesser dependence upon local ice-loading at lower mantle depths. Due to the
transmission of stress, the lower mantle in Fennoscandia will play a part in supporting ice-loading in
North America as well as Fennoscandia, and the pattern of horizontal perturbations, directed towards
North America, reflects this.

The introduction of weak plate boundary zones induces a significant perturbation in horizontal deforma-
tion rates, but not vertical rates (Figure 2-33b). The reason for this is that the band of low viscosity
decouples the transfer of stress across the plate boundary; the direction of the misfit arrows again reflect
the non-negligible effect of North American ice-sheet loading upon surface deformation in Europe.
Uplift rates have a strong local dependence upon loading; hence there is no perturbation to these rates
when plate boundaries are introduced.
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Figure 2-33. (a) Misfit due to lateral variations in lithospheric thickness. (b) Misfit due to the inclusion of
weak plate boundary zones. (c) Misfit due to lateral variations in upper mantle viscosity. (d) Misfit due to
lateral variations in lower mantle viscosity. Left column: difference in uplift rates. Right column: difference
in horizontal rates. All plots show 3D predictions minus 1D predictions.
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The effect of introducing lateral Earth structure at different depths has an approximately linear
cumulative effect upon present-day deformation rates. This may be deduced by observing that within
the region of uplift the sum of the perturbations in Figure 2-33 approximately equals the cumulative
effect (Figure 2-32a).

Predictions of relative sea-level history for the last 10 ka are also compared for the 1D and 3D
models. Figure Figure 2-34a shows the perturbation to relative sea-level predictions at 10 ka BP

due to the inclusion of lateral Earth structure (3D prediction minus 1D prediction). There is again

a strong correlation between the pattern of ice loading and the region of maximum perturbations, and
there is also a large positive misfit to the east of Fennoscandia in the region of maximum lithospheric
thickness (Figure 2-29). Once again, the magnitude of perturbations due to the introduction of lateral
Earth structure is greater than the observational uncertainty of relative sea-level data, which can be
up to 10 m. Therefore, the results show that inverting relative sea-level data to yield inferences as to
Earth parameters or ice-loading history will lead to biased results if lateral structure is neglected.

Along the Norwegian west coast there is very little difference in predictions of relative sea-level

by the two models from 10 ka BP to the present day. In the top left plot of Figure 2-35 the relative
sea-level history for a coastal site with good relative sea-level data (Bjugn: shown by the left-hand
star in the bottom plot of Figure 2-35) is plotted for the whole of the Holocene. The black line is the
prediction from the 1D model and the red line is the prediction from the 3D model. The similarity of
the predicted sea-level history is characteristic for sites along the length of this coastline, indicating
that introducing lateral Earth structure into the GIA model makes little difference to Holocene rela-
tive sea-level predictions for this region. Relative sea-level data from the Norwegian west coast may,
therefore, form a data set that is insensitive to the 3D Earth structure of this region, and hence may
be used to tune GIA model inputs such as 1D Earth structure and ice-load history. In this case, the
poor fit to the data may be rectified by altering either the ice history or the depth-averaged viscosity
profile of the Earth model.

The geographical region over which such data would be able to constrain input parameters is limited;
it would be useful to also use relative sea-level data from within the Gulf of Bothnia to tune the GIA
model. The predicted relative sea-level history for Angermanilven is shown in the top right plot of
Figure 2-35. Angermanilven is the site of an extensive Holocene relative sea-level data set. It is situ-
ated on the east coast of Sweden (right-hand star in the bottom plot of Figure 2-35), in the centre of
the region of maximum misfit for both uplift rates and relative sea-levels since 10 ka BP. The large
difference between the relative sea-level history predicted by the 1D and 3D models during the last
10 ka indicates that using such data to tune GIA model inputs will lead to biased inferences of Earth
structure and ice history if 3D structure is neglected.
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Figure 2-34. Difference in relative sea-level predictions at 10 ka BP. (a) 3D model minus 1D model. (b) 3D
model minus ‘regional’ 1D model (see text).
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Figure 2-35. Top left: Predicted relative sea-level history at Bjugn for the last 10 ka. Black line: 1D model.
Red line: 3D model. Top right: Predicted relative sea-level history at Angermandlven for the last 10 ka.
Line colours are as for Bjugn. Relative sea-level data are shown as triangles; see Lambeck et al. (1998)
for references. Bottom plot: Location map for Bjugn and Angermandilven overlaid upon the misfit in uplift
rates (as for Figure 2-32a).

The difference in relative sea-level predictions for the 1D and 3D models is also plotted for Oskarshamn
and Forsmark in Figure 2-36. To exemplify the magnitude of the error introduced by using a 1D Earth
model instead of a 3D Earth model to predict relative sea-level, as done in the GIA studies, the differ-
ence at 10 ka BP is ~60 m at Forsmark (Figure 2-36).

The difference between 1D and 3D GIA simulations presented in this case study implies that ignoring
lateral Earth structure and using a 1D Earth model in Fennoscandia leads to an over prediction of
present-day uplift rates and the total amount relative sea-level change during deglaciation. This, in turn,
conclusively shows that a significant part of the misfit between the 1D GIA model results and GPS
observations arises from the 1D Earth structure approach. In addition, the misfit could also include

a component of having too large an ice thickness in the Weichselian ice-sheet reconstruction. In line
with this, one general interpretation of the results from the case study is that using a 1D model will lead
to inferred LGM ice thicknesses that are too small. A second general interpretation is that the use of
a 1D model will lead to overestimates of mantle viscosity or lithospheric thickness in an attempt to fit
the observational GPS and relative sea-level data.

It is computationally demanding to solve the sea-level equation using a full 3D model; therefore
there is ongoing work to determine to what extent we can continue to improve our understanding

of GIA using flat Earth models or a suite of spherically-symmetric 1D models. Paulson et al. (2005)
suggest that GIA observables within formerly-loaded regions are only sensitive to the local viscosity
structure, and a global model that adopts the relevant local viscosity structure should be sufficient

to model GIA in that region. The situation becomes more complex away from the centre of the
former ice sheets because GIA in these regions seems to be dependent upon both the local viscosity
structure and that beneath the ice sheets, which may be different. Thus, a model that allows for lateral
variations in viscosity is required.
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Figure 2-36. Predicted relative sea-level for Forsmark and Oskarshamn calculated using 1D (black line) and
3D (red line) Earth models. Note that both the 1D and 3D GIA simulations used for this plot use another ice
load history than the 1D GIA simulations in the previous parts of Section 2.2.4. The results should only be
used to exemplify the error introduced by using 1D instead of 3D GIA modelling. At Forsmark, the difference
at 10 ka BP is ~60 m.

Modelling of future isostatic adjustment

The effect of sea-level rise and melting of the Greenland ice sheet in a future warmer climate (see
Section 3.3) on Baltic shore-level was analysed in dedicated GIA simulations. In these simulations
it is assumed that the Greenland ice sheet completely melts away at a linear rate during the coming
1,000 years, resulting in 7 m of global sea-level rise as a response to global warming. The rate of
this melting may be different and likely non-linear and more complex than assumed here, however
this does not influence the modelled long-term (glacial cycle time scale) shore-level signal at the
Forsmark site.

In the GIA simulations made for the reconstruction of last glacial cycle conditions there was

a discrepancy between the GIA results on modelled present-day uplift rates and present uplift rates
as observed by GPS measurements. As described above and in Whitehouse (2009), it was shown
that the discrepancy was partly due to the fact that a laterally homogeneous Earth model (2D Earth
model) was used in the GIA simulations. A 3D modelling approach significantly reduces this
discrepancy. Another contributing factor to the discrepancy can be a too large an ice load provided
to the GIA model from the ice-sheet model. By sensitivity tests made in SR-Can using the GIA
model, it was found that a reduction in ice thickness to 80% of the value in the reconstruction of last
glacial cycle conditions yielded GIA results on present uplift rates that were in accordance with the
observed present-day uplift. Even if a large part of the discrepancy now can be attributed to the 2D
GIA modelling approach, an 80% reduction in ice-sheet thickness was used in the GIA modelling for
a future warmer climate. However, this is judged as not having a large impact on the usefulness of
the results on relative sea-level, given the large uncertainty interval presented for the results.

In line with the approach used in the GIA modelling of the reconstruction of the last glacial cycle,
the GIA model was initiated by running one full glacial cycle in order to obtain realistic initial uplift
rates. This was followed by linear melting of the Greenland ice sheet over 1,000 years, inducing
corresponding changes in global sea-levels. This was followed by a 50 ka long period of no change
to the loading model, simulating a warm global climate without a Fennoscandian ice sheet forming.
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Finally a second full glacial cycle was added in the simulation. No contribution from thermal
expansion of oceans or melting of glaciers and the West Antarctic ice sheet was included, which
adds an uncertainty to the results, see below.

After the GIA simulation, the relative shore-level curve from the GIA model for the initial thousands of
years was combined with extrapolation of observed shore-level data for the present day (Passe 2001)
in order to produce the final shore-level curve for a future warm climate (Figure 2-37). In the GIA
simulation, the rise in global sea-level due to the melting of the Greenland ice sheet does not result in

a sea transgression at Forsmark. This is due to the counterbalancing gravitational effect associated with
the removal of the mass of the Greenland ice sheet (Milne et al. 2009, Whitehouse 2009).

Milne et al. (2009) studied the spatially variable change in sea-level assuming a melting of the
Greenland ice sheet, and predicted a ~0 mm/yr sea-level change in the region of Fennoscandia.
This is in line with the results of the GIA modelling performed for a future warmer climate, where
the isostatic rebound is larger than the sea-level rise even when including a 1,000 year long complete
melting of the Greenland ice sheet. The results show that the Forsmark site is situated above sea-
level basically for the entire coming 100 ka under the assumptions made in this simulation.

However, here it is important to note that there are large uncertainties in the shore-level curve presented
in Figure 2-37. They relate to uncertainties and assumptions made in the GIA modelling and also

to the uncertainties in present knowledge on future global sea-level rise discussed above. The main
uncertainty in future global sea-level rise is, as described above, related to the uncertain response of
the Greenland and West Antarctic ice sheets to global warming and to the contribution from ocean
thermal expansion and dynamics. The assumed complete collapse of the Greenland ice sheet covers
the uncertainty in the response of the most sensitive ice sheet. Nevertheless, the uncertainty in the
shore-level curve may be up to several tens of metres. Shore-level evolution in Forsmark until the year
2100 AD and until 10 ka AP is discussed in more detail in Sections 3.3.3 and 3.3.4, respectively.

It should further be noted that the SFR repository is located below sea-level today, with a maximum
water depth of 7.2 m over SFR1 and 5.3 m over the planned SFR3 (layout L2). Under the assumptions
made in producing the data in Figure 2-37, the duration for a complete transformation to terrestrial
conditions above the repository (SFR 1 and 3) is ¢ 1200 years. However, it is not only the timing for
a full transition that is of most interest for the safety assessment. For example, permafrost development
could start prior to a full transition. For comparison, the third quartile, when 75% of the surface above
SFR 1 and 3 has become land, takes ¢ 600 years and requires a relative sea level change of 3.8 m.

Given the uncertainties described above, it is possible that, in contrast to what is shown in Figure 2-37,
there might be an initial period of sea transgression at the Forsmark site in the future, lasting some

thousands of years, before the isostatic uplift component starts to dominate. This would arise if sub-
stantial contributions to sea-level rise occurred from thermal expansion and loss of West Antarctic ice.

The future evolution of global-average and Forsmark sea-level is given in Section 3.3.
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Figure 2-37. Shore-level evolution at Forsmark for a future warm climate. For comparison, the shore-level
evolution for the reconstructed last glacial cycle, projected into the future as in the Weichselian glacial cycle
climate cse, see Section 4.4, is also shown. Negative numbers indicate that the area is situated above the
contemporary sea-level. The curve was constructed by GIA modelling combined with results from observations
of present-day uplift rates (Pdsse 2001). There are significant uncertainties in the future shore-level develop-
ment, which, in contrast to what is shown in the figure, may result in a sea transgression at Forsmark during
the first thousands of years of the evolution.
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2.2.5 Time perspective

Shoreline migration is an ongoing process. It is strongly coupled to the global distribution of water
between the oceans and land-based ice sheets, and the isostatic response of the Earth to loading
during a glacial cycle. This isostatic deformation is a slow process in relation to the rate at which ice
sheets grow and decay during such a cycle.

As ice sheets grow, water is removed from the oceans and global eustatic sea-level falls. During the
build-up to the last glaciation, eustatic sea-level fell at a mean rate of ~1.3 mm/yr between 120 ka BP
and 20 ka BP (Fleming et al. 1998, Yokoyama et al. 2000, Clark and Mix 2002, Milne et al. 2002,
Peltier 2002, Mitrovica 2003), although there were many departures from this rate during the build-up
period, due to higher frequency climatic oscillations (Imbrie et al. 1984, Lambeck et al. 2002,
Waelbroeck et al. 2002, Siddall et al. 2003). During deglaciation, the initial rate of eustatic sea-level
rise between ~21 ka BP and 17 ka BP was only ~6 mm/yr, followed by an average rate of ~10 mm/yr
for the next 10 ka (Fleming et al. 1998). Perturbations from this rate occurred during meltwater pulses
at ~14.5 ka BP and ~11 ka BP. These are attributed to rapid melting events, during which rates of
eustatic sea-level rise reached ~15 mm/yr (Fairbanks 1989, Bard et al. 1990, 1996, Clark et al. 1996,
Fleming et al. 1998, Lambeck and Chappell 2001, Lambeck et al. 2002, Peltier 2005, Bassett et al.
2005). Rates of eustatic sea-level change fell to negligible values following the end of deglaciation
around 5 ka BP. However, meltwater is not distributed uniformly throughout the oceans due to the
alteration to the shape of the geoid following the redistribution of surface masses. Sea-level can actu-
ally fall at sites within ~20° of a melting ice sheet (Farrell and Clark 1976), therefore the rate of eustatic
sea-level change is a poor indicator of local rates of sea-level change, especially for a local melt source.

The local rate of relative sea-level change incorporates both local changes in sea-level and the isostatic
deformation of the solid Earth. The balance between rates of isostatic deformation and local sea-level
change determine whether a site has advancing or retreating shorelines.

During the final build-up of the Fennoscandian ice sheet from ~32 ka BP, isostatic rates of solid
Earth subsidence due to surface loading by ice are estimated to have reached values of 40 mm/yr (see
Section 2.2.4). During future glacial cycles, modelling predictions imply that maximum rates will be
attained immediately prior to the time of greatest ice thickness. In general, the time of maximum ice
thickness is predicted to precede the time of maximum solid Earth deformation, with the latter being
delayed by up to ~3 ka. During the period between maximum ice thickness and maximum deforma-
tion, the rate of solid Earth subsidence will decrease to zero.

There is usually a delay between the time of maximum deformation and the time at which a location
becomes ice-free. Again, modelling predictions imply that as an ice sheet thins, rates of isostatic
rebound will be low; <20 mm/yr for this reconstruction of the Weichselian. Maximum rebound rates
occur immediately following the final removal of an ice sheet, with uplift rates reaching ~75 mm/yr
in this model at sites which had the greatest ice cover. The rate of rebound then decays exponentially
with time; maximum rates at the centre of present-day uplift in Fennoscandia are ~10 mm/yr, and
these are expected to decay to negligible values within the next 30 ka (see Section 2.2.4).

During a glacial cycle, immediately following the removal of ice, local uplift rates are far greater than
the rate of local sea-level changes, consequently a situation of regression dominates, and shorelines
migrate oceanwards. The rate of shoreline migration depends upon the local gradient of topography.
A typical Swedish Baltic Sea shoreline with a gradient of 2 m of elevation per 1 km would experience
35 m/yr of oceanward shoreline migration for an uplift rate of 70 mm/yr, or 5 m/yr of oceanward
shoreline migration for an uplift rate of 10 mm/yr (the present maximum in the Baltic region),
assuming negligible changes in local sea-level.

A combination of decreasing rates of isostatic rebound and sea-level rise due to far-field melting slows
the rate of regression with time, with a switch to transgression taking place if rates of local sea-level rise
exceed the rate of local isostatic rebound. This situation is likely to arise during a global meltwater pulse
at sites with low rebound rates, but will not be maintained because melting takes place on a shorter time
scale than isostatic rebound. Rebound will once again become the dominant factor governing shoreline
migration as sea-level changes become negligible. During the current interglacial period decaying uplift
rates persist. These, along with processes related to ocean syphoning (see Section 2.2.1), act to maintain
a situation of gradual oceanward shoreline migration throughout the majority of the Baltic region for the
first few 10 ka of an interglacial so long as the higher interglacial temperatures do not give rise to a longer-
term melting event, such as the destabilisation, and subsequent melting, of the Greenland ice sheet.
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2.2.6 Handling in the safety assessment SR-PSU

Isostatic evolution and shoreline displacement have been investigated by means of numerical
modelling. In this context, the main question for the safety assessment is whether the Forsmark site
is submerged or not. The salinity in the lake/sea covering the site is also of interest. A 1D GIA model
has been used to simulate shoreline migration. The evolution of the shoreline has been calculated for
a glacial-interglacial cycle using a loading function based on the Weichselian ice sheet simulation
described in Section 2.3.4. The GIA model used for generating the Weichselian glacial cycle is that
developed by Milne (Mitrovica and Milne 2003). The global ice-loading function used in the study
is modified from the ICE3G deglaciation history (Tushingham and Peltier 1991), and has been
calibrated using far-field relative sea-level data. An eustatic sea-level history has been used to tune
the mass of ice contained within far-field ice sheets. The Earth model is based on Maxwell rheology
with a 1D radial three-layer structure. The lithosphere is represented by a 96 km thick layer with

a very high viscosity and thus behaves as an elastic medium over GIA timescales, the density and
elastic structure are from the preliminary reference Earth model (PREM) which has been determined
to a high degree of accuracy by seismic methods (Dziewonski and Anderson 1981).

At the start of a GIA model run, the Earth is assumed to be in isostatic equilibrium. In reality, the
Earth is unlikely to reach such a state if glaciations occur with similar periodicity as in the past.
To correct for this, the GIA modelling has been initiated by a glacial loading history yielding
shorelines comparable to those reported by Funder et al. (2002) at the peak of marine inundation
in the Early Eemian about 130 ka before present.

Additional GIA simulations were also performed to describe shore-line variations for cases of
global warming, assuming a complete melting of the Greenland ice sheet over a future period of
1000 years, see Section 2.2.4.

Complementary 3D GIA simulations have been made in order to quantify the error introduced by
using a laterally homogeneous Earth model. The results show that the 1D modelling simulations
probably over-predict the isostatic response to the ice-sheet load as well as present day uplift rates.

For the analysis of the biosphere and hydrological evolution, the shoreline evolution during the first
thousands of years of the initial period with temperate climate domain is extrapolated from shoreline
data (Passe 2001), see Section 2.2.4. For further, detailed information on the GIA modelling, see

the preceding parts of Section 2.2.4.

2.2.7 Handling of uncertainties in SR-PSU
Uncertainties in mechanistic understanding

The processes involved in GIA, and their effect upon shoreline migration, are well understood. There are
no major uncertainties in our understanding of the mechanistic processes that cause shoreline migration.

Model simplification uncertainty

» Discussions of the uncertainty in the calculated shoreline are based on the sensitivity analysis and
case study presented above. The assumption of a 1D Earth model is a simplification of the situation
in Fennoscandia. A comparison between 1D and 3D GIA simulations (Whitehouse 2009) shows
that the assumption of a laterally homogeneous (1D) Earth structure over Fennoscandia probably
results in an over-prediction of the isostatic response to ice sheet load and present-day uplift rates.
As an example, the 1D-3D GIA model comparison shows that the 1D simulation potentially
overestimates the relative sea-level change over the last 10 ka by up to 60 m at Forsmark.

+ The time discretisation of the basic loading model is fairly coarse (every 7 ka) between 116 ka BP
and 21 ka BP, reflecting the lack of constraints upon ice history and sea-level prior to the LGM.
If long time steps are used the loading function may be under- or over-estimated, leading to inac-
curacies in relative sea-level, and hence shoreline migration, predictions for this period. A higher
time resolution has been investigated, and discrepancies in relative sea-level predictions may be
up to 50 m between a model that uses a time step of 7 ka and one that uses a time step of 1 ka,
during periods of rapid change in ice-sheet geometry. However, using a coarse time scale during
the early stages of a model run has a negligible effect upon predictions of relative sea-level change
during the latter stages of a model run. A high resolution time scale has been used for ice loading
since the LGM, i.e. for the period when the ice history is known reasonably accurately.
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» At the beginning of a model run, the Earth is assumed to be in a state of isostatic equilibrium,
with no deformation remaining from a previous glacial cycle or any other process that upsets
the isostatic balance of the system. In reality, as the Earth enters each glacial cycle it will be
pre-stressed, with deformation ongoing as a result of the previous loading event. GIA-induced
deformation decays over a few tens of thousands of years, and after this period there will be
a negligible difference between predictions from a model that started from equilibrium and one
that was pre-stressed. However, in order to reproduce the relative sea-level evolution for the
Weichselian as closely as possible the model was run twice in succession, with the second run
taken to represent the Weichselian development. Nevertheless, a degree of inaccuracy remains at
early times in the model since deformation will depend upon the details of the Saalian deglacia-
tion, about which information is scarce.

Input data and data uncertainty

As demonstrated by the similarity of the shoreline predictions for a range of rheological parameters
in Section 2.2.4, uncertainties in the lithospheric thickness and mantle viscosity parameters exist.
However, these uncertainties are judged as being of limited significance compared to e.g. the major
uncertainties in future eustatic change.

2.2.8 Adequacy of references

The SR-Site (SKB 2010a) and SR-Can (SKB 2006a) Climate reports, from which the studies are
taken, has undergone QA system handling including a factual review process. Also the SKB report
produced for the handling of isostatic adjustment and shore-level changes (Whitehouse 2009) has
undergone the SR-Site QA system handling, including a documented factual review procedure. Other
references used for the handling of ice-sheet dynamical processes are peer-reviewed papers from
the scientific literature.

2.3 Ice-sheet dynamics
2.3.1 Overview/general description

Glaciers and ice sheets may form in climate regions where, in places, the winter snow precipitation
is not completely melted away during summer. A glacier is an ice mass that has been formed by suc-
cessive local accumulation of snow, with ice movement due to ice deforming under its own weight.
An ice sheet is defined as a glacier that spreads out in all directions from a central dome, i.e. a large
glacier (> 50,000 km? in area) that is not confined by the underlying topography. In reality, the flow
pattern of ice sheets is not radial from a single dome. Instead, ice often flows out from a number of
elongated ice divides, with the ice divides constituting the highest parts of the ice sheet.

Generally, ice-flow velocities are moderate to slow within an ice sheet, with ice moving a few tens of
metres per year. However, certain well-defined parts of ice sheets, so called ice streams, exhibit sig-
nificantly faster ice flow. Ice streams are typically some tens of kilometres wide and several hundreds
of kilometres long. Ice velocities within present-day ice streams are several hundred metres per year,
in some cases exceeding 1,000 m a™* (cf. Joughin et al. 2004). Since surrounding ice typically moves
considerably slower, high velocity gradients across the ice stream margins produce distinct shear
zones with heavy crevassing. Because of the high ice flux in ice streams, these features may drain large
portions of ice sheets. Ice streams are often characterised by specific basal thermal and hydrological
conditions, differing from those of the surrounding ice sheet.

The margin of an ice sheet may be either on land or in water. If the ice margin is positioned in the
sea or in a lake, it is common that the outer part of the ice sheet is floating on the water, constituting
an ice shelf. The boundary between the floating and grounded ice is the ice sheet grounding-line.

If the basal thermal and topographical conditions are favourable, sub-glacial melt water may accumu-
late in topographic lows beneath the ice, forming sub-glacial lakes. These are common features under
the present Antarctic ice sheet, whereas none have so far been found beneath the Greenland ice sheet.

SKB TR-13-05 71



Mass balance

The growth and decay of ice sheets are determined by the mass balance of the ice mass. The mass
balance constitutes the result of the mass gain, or accumulation, and the mass loss, or ablation, typi-
cally averaged over one year. The mass gain of an ice sheet is completely dominated by the process
of snow accumulation. Most of the snow falls and accumulates during winter seasons, but snow may
also accumulate during summer. For ice-sheet ablation on the other hand, a number of processes
may be involved, the two most significant being surface melting of snow and ice (if the summer
climate is warm enough) and calving of ice bergs from ice shelves (when the margin is at the sea).
In addition, mass may also be lost from the ice sheet by melting of basal ice, and locally on the surface
by sublimation of ice and snow. When a certain part of an ice sheet exhibits more accumulation than
ablation during one year, that part is said to belong to the accumulation area of the ice sheet. This is

in contrast to the ablation area, where there is a net loss of mass during one year. Central parts of ice
sheets typically constitute accumulation areas, whereas in case of surface melting, lower parts of ice
sheets constitute ablation areas (Figure 2-38). The line between the accumulation and ablation areas is
called the equilibrium line.

If the total ice-sheet accumulation is greater than the total ablation during one year, the mass balance
is said to be positive, whereas the opposite case produces a negative mass balance. If accumulation
and ablation are equal, the mass balance is zero.

A positive mass balance over a number of years makes an ice sheet grow, whereas a negative mass
balances reduces its size. However, changes in the size of ice sheets are very slow occurring over
hundreds and thousands of years. The response time of an ice sheet is the time it takes for a steady-
state ice sheet to come to a new steady-state condition after a climate change. It is often defined to
represent the time to reach a near-steady state representing e.g. 90% of the change to equilibrium.
Since climate is constantly changing, ice sheets are never in true steady-state, but are constantly
adjusting their size and shape to the prevailing climate.

Ice divide Grounding-line

Land based ice sheet Marine based ice sheet
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Figure 2-38. Schematic ice sheet cross section. Panel a) shows the surface net balance distribution (by),
panel b) shows ice velocity trajectories (v..) as well as distribution of accumulation- and ablation areas,
and panel c) shows the horisontal velocity component (u.). ELA denotes equilibrium line altitude. Modified
from Holmlund and Jansson (2003), after Denton and Hughes (1981).
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Ice temperature. The temperature of the ice is of fundamental importance for the behaviour and
characteristics of glaciers and ice sheets. Among other things, it has a strong effect on the movement,
dynamics and hydrology of the ice. Two types of glacier ice can be defined based on temperature;
1) Temperate ice (or warm ice) with the ice temperature at the pressure melting point, and 2) Polar
ice (or cold ice) with the ice temperature below the pressure melting point. Cold ice is harder than
temperate ice and also impermeable to water unless crevasses are present.

Glaciers and ice sheets are often classified according to their thermal characteristics. A glacier where
all ice has a temperature at the pressure melting point throughout the year is called a temperate
glacier or temperate ice sheet, whereas a glacier in which all the ice is below the pressure melting
point throughout the year is called a polar glacier or polar ice sheet. However, an ice sheet or glacier
need not consist exclusively of temperate or polar ice. In many cases, it can contain both ice types,
and in such a case it is called polythermal.

Of particular interest is the temperature of the ice at the ice-sheet bed, i.e. the basal thermal condition.
An ice sheet can be cold-based or warm-based. A cold-based ice sheet has cold basal ice and it is
frozen to its bed. There is no free water at the bed, and no sliding of basal ice over the substrate is
taking place. A warm-based ice sheet is at the pressure melting point at the bed. Free water is, in this
case, present at the ice-bed interface, and the ice may slide over the substrate. This has important conse-
quences both for ice kinematics and landform development. A polar ice sheet may be either cold-based
or warm-based. In the case of a warm-based polar ice sheet, it is typically only the lowermost part of
the ice that is at the pressure melting point, whereas most of the ice sheet consists of polar ice. One part
of a polar ice sheet may thus be cold-based at the same time as other parts are warm-based. This is the
present case for the Greenland and Antarctic ice sheets. Warm-based and cold-based ice sheets are also
called wet-bed ice sheets and dry-bed ice sheets.

Glaciers and ice sheets experience melting of basal ice where the basal ice temperature is at the
pressure melting point. Heat for this melting can be added from geothermal heat flux and from
frictional heating by internal deformation of basal ice. The thermodynamic situation at the base of
an ice sheet is determined by the thermal properties of the ice. Energy can be transferred by diffusion
along a temperature gradient in ice as in all materials. However, the solidus of the ice-water vapour
phase space has a negative slope, which means that the melting or freezing temperature is depressed
with increasing pressure by 0.09 K/Pa. As a general statement, freezing of liquid water occurs when
temperature and pressure satisfy the generalised Clapeyron equation (e.g. O’Neill and Miller 1985):

Pw —ﬂz L T4 Po
pw pi 273 . 1 5 pw

(2-4)

where p,, = water pressure, p,, = water density, p; = ice pressure, p; = ice density, L = ice density coef-
ficient of the latent heat of fusion, 7= temperature in degrees centigrade, and P, = osmotic pressure.
Equation 2-4 couples the effect of temperature and pressure. It is a general thermodynamic relationship
not specific for the case of ice sheets and glaciers. However, the phase change of the ice-water system
is not only controlled by temperature and pressure. Two other factors may also be of importance; 1) the
presence of solutes in water, and 2) surface tension arising from interface curvature. Just as in the case
with an increasing pressure, an increase in solutes in liquid water also depresses the melting/freezing
point. This effect is referred to as the osmotic pressure (e.g. Padilla and Villeneuve 1992), and it is
included in Equation 2-5. If liquid water is present at the base of an ice sheet, and it contains solutes,
this will, together with the pressure, modify the ice melting point. The second factor constitutes an ice/
water interfacial effect. The finer the grains in a sediment, the higher the curvature of the ice-water
interface becomes, which in turn lowers the melting point (Hohmann 1997). For example, in clays,
liquid water has been observed at temperatures down to —10°C (O’Neill and Miller 1985).

If the effect of phase curvature is taken into consideration the Clapeyron equation may be modified
to (Raymond and Harrison 1975):

P (2-5)

27305(1 1) 273150m 27315
! Lpirp pr

where o, = ice-water surface energy, and r, = characteristic particle radius. Equation 2-5 is the fun-
damental equation for the ice-water phase transition given by Hooke (2004). In this equation, the first
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of the three terms describes the effect of pressure on the ice-water phase transition; the second

term describes the effect of interfacial pressure; and the third term the effect of osmotic pressure.
Equation 2-5 thus gives the complete treatment of the ice-water phase transition. Commonly only
the first term is used for calculations of the pressure melting point beneath glaciers and ice sheets,
often rewritten in glaciological literature to give a simplified expression for calculating the pressure
melting point (cf. Remy and Minster 1993):

h
T=——— 2-6
1503 2-6)

where T = pressure melting point temperature (°C), and / = ice thickness (m). The effect of the
lowering of the pressure melting point described above is, in the case of an ice sheet, that the melting
point is lowered by ¢ 2 K beneath 3 km of ice. This is very important, since the basal conditions
change drastically if the bed of an ice sheet becomes melted or frozen. This affects ice sheet flow by
turning on and off basal sliding; governs if glacial erosion can take place or not; and of course has
a profound impact on basal hydrology.

To demonstrate the effect of ice-sheet surface conditions on the temperature distribution within polar
ice sheets, we start with a simplified case of a steady-state ice sheet with no ice flow, corresponding
to an artificial situation at an ice divide (no horizontal flow) without any precipitation (no vertical
flow). Figure 2-39a shows the vertical temperature profile through such an ice mass given a surface
temperature of —20°C and a specified geothermal heat flux at the base. The resulting temperature
profile is a straight line from the surface temperature down towards the bed. In this case the vertical
temperature profile reaches the pressure melting point temperature near the bed, resulting in a warm-
based polar ice sheet.

Next we consider the same case but with snow accumulation at the ice-sheet surface, which means
we are introducing a vertically downward directed ice movement. Generally, this lowers the tem-
peratures within the ice sheet as seen in Figure 2-39b. Due to the vertical velocity and cold surface
climate, cold ice is advected downward, while the geothermal heat warms this descending ice.
The upper part of the ice sheet develops an almost isothermal zone, whereas the ice warms quickly
near the bed. In this example the ice sheet below this accumulation area has become cold-based.
Higher precipitation rates at the surface, i.e. higher vertical velocities, result in an increased
thickness of the isothermal zone and also decrease the basal temperature. Furthermore, lower air
temperatures at the ice-sheet surface also decrease the ice-column temperatures, and vice versa.

If we instead consider an ablation area, with net mass loss at the surface, the vertical ice movement
will be directed upwards. In this case, the upward vertical velocity produces a generally warmer ice
column, in this example resulting in temperate conditions at the bed (Figure 2-39c¢).

The last case to consider is a more realistic situation, when we also have horizontal ice movement.
Figure 2-39d shows a typical situation within the accumulation area of an ice sheet, but not located
directly on an ice divide. The horizontal velocity component is advecting cold ice into the site, ice
that was formed in higher, colder parts of the ice sheet. Compared with the situation in Figure 2-39b,
the minimum temperature is now found at some depth below the surface, since the ice at the surface,
formed locally at the site, is warmer (Figure 2-39d). This positive temperature gradient near the
surface has been observed in several deep drill holes, see for example the Mirny, Century 13, and
Byrd 9 drill hole temperatures in Figure 2-40. Furthermore, due to the horizontal ice movement, ice
in the lower part of the ice sheet is warmed by internal friction, as this is where most of the internal
deformation of the ice is taking place. In this example, the ice sheet has again become warm-based.

Including these processes, the resulting englacial and subglacial temperatures along a flow line are as
shown in Figure 2-41. Typical polar ice-sheet accumulation rates and air temperatures are assumed.
The lowest englacial temperatures are found in the highest central parts of the ice sheet, and the highest
ice temperatures are found near the margin. Basal melting may take place in the interior part of the
ice sheet and close to the margin, with a zone of basal frozen conditions in between. A narrow zone of
basal frozen conditions at the margin may also occur due to decreasing vertical velocity (not shown in
Figure 2-41).
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Figure 2-39. Vertical temperature profiles through a 2,000 m thick theoretical polar ice sheet. The dashed
line denotes the pressure melting point temperature. a) No ice flow (dead-ice body), b) Vertical ice flow
only — accumulation area (reflecting only a surface accumulation rate), and c) Vertical ice flow only

— ablation area, d) Horizontal and vertical ice flow — accumulation area. Grey lines show the cases from
the previous plates. Modified from Holmlund and Jansson (2003), after Sharp (1960).
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Figure 2-40. Borehole temperature data from the Greenland and Antarctic ice sheets. Modified from
Holmlund and Jansson (2003), after Paterson (1994).
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Figure 2-41. Example of modelled ice-sheet temperature distribution along a flow line. Ice temperatures
are in °C. Basal melt rates are high near the terminus because of the strain heating effect from rapid ice
flow in the region around the equilibrium line. Modified from Hooke (1977).

In nature, the topography of the landscape beneath the ice sheet is also of great importance for the basal
temperature distribution. Topographic lows are more prone to experience basal melting conditions
that topographic highs. This is both due to the fact that the pressure melting point is lowered more in
depressions (due to the greater ice thickness and higher basal pressures) than over surrounding higher
terrain, and due to the lower insulating capacity of thinner ice over topographic highs. The result is, for
example, that the floor of a large valley in general is more likely to have experienced longer periods of
basal melting than surrounding elevated areas (e.g. Néaslund 1997).

An additional important process affecting ice temperature takes place if the air temperate allows surface
melting during spring periods, for example at low elevations of an ice sheet in a warming deglaciation
climate, or during times of early ice sheet formation. After the winter period with cold temperatures,
the temperature in the upper snow/firn pack of the ice sheet is well below the freezing point. As
surface melting starts, meltwater percolates down into the snow pack and re-freezes at some depth.
During the re-freezing process, latent heat is released (334 kl/kg), corresponding to the latent heat of
fusion for ice) which warms the surrounding snow. As the process continues the entire snow pack
can be transformed to temperate conditions during a few weeks. This is a very efficient process, and
the result is that temperate ice instead of cold ice is formed at the location. This may have been an
important process during build-up phases of Fennoscandian ice sheets, having an important effect on
the thermal characteristics of early ice sheets (Néslund 1998).

Ice movement and thermodynamic feed-back. The stresses induced by the mass of overlying ice
induce deformation or strain in the ice. The resulting ice movement, often referred to as internal
deformation, is present in all glaciers (being one of the main criteria for the term glacier). The shear
stress at the base of an ice sheet is calculated from:

o=pghsina 2-7)

where o is the shear stress, g is the acceleration of gravity, 4 is the ice thickness, and a is the ice sheet
surface slope. The most common flow law of ice describing the strain rate of ice under pressure is
Glen’s flow law (Glen 1955):

G n
e=[< (2-8)
where ¢ is the strain rate, ¢ is the shear stress, B is a viscosity parameter that increases as the ice gets
more difficult to deform, a parameter depending on among other things ice temperature and crystal
fabric, and n is an empirically determined constant (~3) that depends on the specific creep process
that is operating. The main effect of Glen’s flow law is that moderate increases in stress (ice thick-

ness) result in a substantial increase in strain rate. For example, a doubling of the amount of stress
results in 2°, that is 8, times higher deformation rate (Figure 2-42).
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Figure 2-42. Deformation rate versus shear stress for various flow laws, including Glen's flow law for ice.
Modified from Holmlund and Jansson (2003).

In ice sheets, the horizontal ice velocity increases from the ice divides, where it is zero, toward the
margin. The steeper surface slope at the margin induces larger driving stresses which makes the
ice deformation rate high. For an ice sheet with an ablation area, i.e. an ice sheet ending on land
(Figure 2-38) the maximum horizontal velocity is at the equilibrium line, whereas in the case of

a marine ice-sheet margin, the maximum velocity is at the ice sheet grounding-line (Figure 2-42).

The stress that acts on the uppermost layer of a glacier does not produce a plastic deformation. Instead
the uppermost part of the ice, about 30—100 m thick depending on ice temperature, is brittle, often
resulting in typical fractures, or crevasses. Most of the internal deformation takes place near the bed
where stresses are highest. The overlying ice moves along more or less as a uniform block on top of
the deforming ice. This is indicated as the internal deformation portion of the ice velocity in Figure 2-43.
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Figure 2-43. Internal deformation and basal sliding demonstrated by the deforming of a steel rod from
time A to A'. Modified from Holmlund and Jansson (2003), after Sharp (1960).
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There is also another process that may contribute to glacier movement. If the ice sheet is wet-based,
the ice may slide over the substrate, and the substrate itself may deform, especially if the water pressure
at the bed is high. The surface ice velocity is, in this case, the sum of the component from internal
deformation and the component from basal sliding and deformation (Figure 2-43). For all practical pur-
poses, one can assume that basal sliding does not occur if the bed is frozen. Therefore, not all glaciers,
or all parts of an ice sheet, have the sliding ice-flow component. However, where it is present, it may
be of great importance, for example in ice streams, which are typically warm-based. Here, the observed
surface flow may be completely dominated by basal sliding (Engelhardt and Kamb 1998). High basal
water pressures are favourable for intense basal sliding (Engelhardt et al. 1990), as well as smooth bed
topographies and deformable, water-saturated tills (e.g. Kamb 2001, Iverson et al. 1995).

Within glaciers and ice sheets there are important thermodynamic feedback mechanisms, in the fol-
lowing exemplified by a discussion on ice streams. As seen above, the viscosity of the ice is affected
by the ice temperature, with higher ice temperatures giving more easily deformable ice. At the same
time, the internal deformation itself produces frictional heat, with higher velocities producing more
heat. This gives a positive feedback mechanism; high internal deformation rates increase the tempera-
ture of the ice, which in turn makes the ice even easier to deform.

On the other hand, looking at the basal thermal conditions of ice streams, there may be additional
thermodynamic processes acting. A fast-flowing warm-based ice stream may drain a lot of ice from
the ice sheet. Over time this will reduce the thickness of the ice, also over the ice stream itself.

The thinner ice insulates less well from cold surface temperatures, which leads to less melting at the
bed, and eventually also to a shift from warm-based to cold-based conditions. This reduces the veloc-
ity of the ice stream considerably and the ice flux deformational heating reduces accordingly. The ice
stream now drains much less ice than before, which in time results in increased ice thicknesses (Payne
1995). The larger ice thickness warms the bed, which again may become wet-based and basal sliding
may start again. This process suggests that ice streams may have an inherited built-in unstable
behaviour. It has been suggested as one explanation for the cyclic Dansgaard—Oeschger events
recorded in glacial marine sediments (cf. Andrews and Barber 2002).

In addition, the dynamics of an ice sheet and, in particular, its ice streams, and the ice sheet response

to changes in climate, are to a large degree governed by the prevailing subglacial hydrology. This field
of knowledge is rapidly advancing, for instance through the Greenland Analogue Project providing
observations and measurements from the western land-based sector of the Greenland ice sheet (SKB
2010e, Harper et al. 2011). One process that traditionally has not been incorporated in large-scale
ice-sheet models is the coupling of longitudinal stresses within the ice (e.g. Pattyn 2003), i.e. upstream
and downstream push and pull effects, a process of importance for proper modelling of ice streams and
grounding-line features. Several recent ice sheet models have implemented this process.

2.3.2 Controlling conditions and factors

The upper boundary of the ice-sheet system is the ice-sheet surface, whereas the lower boundary
is the ice-sheet bed, i.e. the interface between basal ice and substrate. In accordance with ice-sheet
fluctuations, the lateral extent of these boundaries changes over time.

Upper boundary condition — Climate. The boundary condition at the ice-sheet surface is the prevailing
climate, i.e. air temperature and precipitation, including its variation over time. The air temperature at
the ice-sheet surface is determined mainly by the latitude, altitude and climate changes. The latitude at
a site is fixed, but the altitude varies with the local thickness variations of the ice sheet and associated
isostatic responses. The typical air temperature pattern over an ice sheet is with the lowest temperatures
in the ice-sheet interior and higher surface temperatures closer to the margin. If temperatures are greater
than 0°C during summer, surface melting takes place on the lower parts of the ice-sheet surface. This
melting typically amounts to several m of ice per year, with large variations according to the prevailing
temperature regime. Surface melt rates are lower closer to the equilibrium line. In general, during cold
stages of ice-sheet growth, the amount of surface melt water production is small compared with the
amounts of water produced during deglaciation under warmer climate conditions.

78 SKB TR-13-05



Most precipitation that falls on ice sheets falls as snow. During relatively warm climates at low
ice-sheet elevations, precipitation may occur as rain. Snow accumulation and surface ablation are not
distributed evenly over the ice-sheet surface. The precipitation pattern reflects ice surface elevation and
degree of continentality, often giving a pattern of high accumulation rates close to the ice-sheet margin
with diminishing values towards the interior. On mid-latitude ice sheets, like the former Fennoscandian
ice sheet, the precipitation pattern is strongly affected by the prevailing west-wind belt and associated
low-pressure tracks. This results in an orographic effect which gives most precipitation on the western
side of large Fennoscandian ice sheets. Typical coastal accumulation rates of the Antarctic ice sheet

are 0.3-0.6 m a”' (water equivalents), whereas the interior parts gets less than 0.1 m a™' in precipitation
(Giovinetto and Zwally 2000), i.e. here polar desert conditions prevail. On an ice-sheet surface,
regional and local variations of great magnitude in the amount of snow accumulation often occur,
mainly due to wind re-distribution of snow in regions close to the ice-sheet margin (Figure 2-44).

To initiate ice-sheet growth in a non-glaciated region, the local climate needs to change. That can
either occur due to global climate change, towards lower local summer temperatures, or higher
winter precipitation rates, or, over long time scales, by tectonic uplift, or a combination of climate
and tectonics. Generally, ice-sheet formation in Fennoscandia involves small alpine glaciers in the
Scandinavian mountain range that grow into a mountain-centred ice sheet, and then grow to a full-
scale ice sheet (Andersen and Mangerud 1989, Lundqvist 1992, Kleman et al. 1997). Increasing
evidence suggests very dynamic ice sheet and climate behaviour during the last glacial cycle, with
ice-sheet growth phases interspersed by extended periods with restricted ice coverage, see also
Section 3.2.

Lower boundary condition — Ice-sheet bed. The lower boundary condition of the ice sheet system
is the ice-sheet bed. The substrate typically either consists of bedrock, in Fennoscandia normally
crystalline rocks, or bedrock covered by till. There are two important parameters to consider here;
1) the topography of the landscape and 2) the amount of geothermal heat flow.

The topography of the bed is of importance for the basal boundary conditions of ice sheets, as
discussed above. Above all, an ice-sheet bed with strong relief produces basal thermal conditions
with stronger lateral temperature gradients than an ice-sheet bed with smooth topography. The first
case also implies larger spatial variations in basal melt water production.
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Figure 2-44. Accumulation rates and ice surface elevations along a profile in over the East Antarctic

ice sheet. The accumulation is high in the coastal area and low in the interior. Due to wind redistribution
of snow, exceptionally high values with strong variations are found in areas of nunataks and steep surface
slope. From Richardson (2004).
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The geothermal heat flux is also of great importance for the basal condition of ice sheets (e.g.
Waddington 1987), affecting basal ice temperatures, hydrology, ice dynamics, and the erosional
capacity of the ice. Typically, for a 3 km thick ice sheet at steady-state, a 20% error in geothermal
heat flux generates a 6 K error in calculations of basal ice temperatures. This has direct implications
on, for example, numerical ice-sheet modelling. If the geothermal heat flow is not realistic in the
model setup, ice-sheet models will not produce useful data on basal melting and other characteristics.
Numerical ice-sheet modelling studies have also shown that basal ice temperatures are sensitive

to relatively small changes in geothermal heat flow (e.g. Greve and Hutter 1995, Siegert and
Dowdeswell 1996).

For the modelling study presented in Section 2.3.4, Nislund et al. (2005) calculated a distributed, high-
resolution geothermal heat flow data set for an approximate core area of the Fennoscandian ice sheet,
and embedded this within lower-resolution data published for surrounding regions. In the following,

a brief overview of the geothermal heat flux calculation is given.

The geothermal heat flow or surface heat flow density (HFD) in cratonic areas consists of two
components: (1) heat produced within the mantle and core of the Earth and (2) heat produced within
the crust. The contribution from the Earth’s interior (so-called Moho- or reduced heat flow) arises
from the cooling of the Earth and formation of a solid core, and from radiogenic heat production
(e.g. Pollack et al. 1993). The crustal component consists of radiogenic heat production where heat
is produced by the natural radioactive decay of primarily >**U, **Th, and “’K (Furlong and Chapman
1987). The Moho heat flow has a smooth spatial variation, possibly depending on mantle convection
cell distribution (Beardsmore and Cull 2001), whereas the spatial variation in concentration of
radioactively decaying nuclides in the lithosphere generates a heat flow with large spatial variations.
The surface HFD can be estimated by a heat flow-heat production (Q-A) relationship of the form

Q=q,+ DA, (2-9)

(Birch et al. 1968, Lachenbruch 1968, Beardsmore and Cull 2001) where Q is the surface heat flow
density (or geothermal heat flow), g, is the Moho heat flow, D represents the vertical distribution
of heat-producing radionuclides in the lithosphere and A, is the radiogenic heat production from
near-surface rocks.

The regional HFD pattern does not correlate with gravity variations (Balling 1984), magnetic
anomalies (Riddihough 1972), or crustal thickness (Cermak et al. 1993). However, within the Baltic
shield, as well as in other areas with similar geological settings, there is close correlation between
HFD and regional geological units, with higher heat flow from acid (commonly granitic) areas and
lower heat flow values from basic areas (e.g. Landstrom et al. 1979, Malmgqvist et al. 1983).

The calculations of HFD values for Sweden and Finland were based on detailed data sets from
numerous y-emission measurements from bedrock and till. In Sweden, airborne surveys of y-emissions
have been carried out by the Geological Survey of Sweden (SGU), sampling data at 70 m intervals
along flight lines with 17 km separation. In order to avoid shielding effects from vegetation and lakes,
only data from exposed bedrock and till surfaces were used in the calculations. The Finnish data set is
based on radiometric y-emission measurements of 1,054 till samples providing full spatial coverage of
the country (Kukkonen 1989).

The calculation of HFD is performed in several steps. First, the concentrations of ***U, **?Th, and *’K
are calculated from the y-emission measurements, using information from detailed reference measure-
ments over calibration plates with well-known isotopic concentrations. Near-surface heat production is
then calculated from the concentrations of radionuclides. In addition, the Moho heat flow contribution
needs to be considered. The distributed Moho heat flow by Artemieva and Mooney (2001) was added
to the near-surface heat production data set. Finally, the HFD data set was re-sampled to a grid with

5 km resolution. To provide HFD coverage for the entire model domain, data for surrounding areas
were added from the much coarser observed global HFD data set provided by Pollack et al. (1991).
The resulting geothermal heat flow distribution is shown in Figure 2-45.
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Figure 2-45. Geothermal heat flow distribution over Fennoscandia. From Ndslund et al. (2005).

LGM

Within the LGM ice margin, the new data set shows that the geothermal heat flow varies by a factor of
as much as 2.8 (geothermal heat flow values ranging between 30 and 83 mW/m?, with an average of
49 mW/m?). This average value is 17% higher than 42 mW/m’, which is the typical uniform value used
in ice-sheet modelling studies of Fennoscandia. Using this new distributed data set on geothermal heat
flow, instead of a traditional uniform value of 42 mW/m?’, yields a factor of 1.4 larger total basal melt
water production for the last glacial cycle (Néslund et al. 2005). Furthermore, using the new data set in
high-resolution modelling, results in increased spatial thermal gradients at the bed. This enhances and
introduces new local and regional effects on basal ice temperatures and melt rates. The results show
that regional to local variations in geothermal heat flow need to be considered for proper identification
and treatment of thermal and hydraulic bed conditions under the Fennoscandian and other similar ice
sheets (Naslund et al. 2005).

Ice properties. The exponent # in Glen’s flow law (Equation 2-10) is dependent on the active creep
process. Numerous field experiments and laboratory tests of glacier ice suggest that n should be ~3.
The typical creep process taken into account is a simple power-law creep, where the creep rate is
proportional to the stress raised to some power greater than 1, for example:

£ 07 (2-10)

On the other hand, with certain temperature, stress, and grain-size combinations, diffusional creep
instead of power-law creep could take place in ice sheets (Duval et al. 1983), which would lower
the value of n to less than 3. Other recent studies suggest that # should be between 1 and 2 for
deformation at low stresses, low temperatures, and low cumulative strains (Alley 1992, Montagnat
and Duval 2000). However, some of these conditions are likely to be important only down to depths
of a few hundred metres in the coldest parts of ice sheets.

The viscosity constant B in Glen’s flow law is dependent on a large number of parameters. Therefore,
various modifications of Glen’s flow law have been developed taking into account temperature, hydro-
static pressure, and crystal orientation. The last case is the most difficult, and it is done by introducing
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an anisotropy enhancement factor. The c-axes of the ice crystals are, to a large degree, uniformly
distributed in the upper part of the ice sheet, i.e. the ice is basically isotropic. When the ice over time
is affected by the weight of the accumulating overlying ice mass, it is vertically compressed and longi-
tudinally stretched, which results in a conical distribution of c-axes orientations. Subsequently, when
the ice is affected by the simple shear close to the ice-sheet bed, the c-axes are typically re-oriented to
a preferred single orientation. Development of c-axis fabrics has been obtained by re-crystallisation
and ice-grain rotation. Since it is known from ice-core studies that the crystal orientation in ice sheets
is not isotropic at depth, a non-isotropic flow law of ice improves, for example, ice-sheet modelling
(e.g. Placidi et al. 2010).

The ice sheet dynamics described above may affect a number of geosphere variables of importance
for the SFR (Table 2-6).

2.3.3 Natural analogues/observations in nature
Paleo-ice sheets

The mid-latitudes of the Northern Hemisphere have experienced repeated continental-scale glacia-
tions during the Late Cenozoic. As previously mentioned, these periods are referred to as glaciations
and the warm periods between the glacials are called interglacials. The present interglacial is called
the Holocene, and, in north-western Europe, the last glaciation is named the Weichselian.

Table 2-6. A summary of how geosphere variables are influenced by ice sheet dynamics.

Geosphere variable Climate issue variable Summary of influence

Ground temperature Basal ice temperature During periods of cold-based ice coverage, low basal ice
temperatures contribute to the formation of permafrost.
During periods of warm-based ice coverage, basal ice
temperatures at the pressure melting point contribute to
permafrost degradation.

Groundwater flow Basal thermal condition If the ice sheet is cold-based no free water is available and

Basal melt rate there will be no groundwater recharge from basal melt water.
If the ice sheet is warm-based, basal melting occurs at the
ice/bed interface and groundwater recharge takes place. In
addition, meltwater from the ice-sheet surface will, in both
cases, be transported to the bed in frontal-near areas of the
ice sheet. Groundwater recharge and flow will be determined
by the presence of the ice sheet.

Supply of surface melt water

Groundwater pressure Basal thermal condition If the ice sheet is warm-based, the water pressure at the ice/
Ice-sheet thickness bed interface may reach as much as the ice sheet overburden
pressure, and in certain cases more. The groundwater
Basal melt rate pressure also depends on the melt water supply and the flow
Supply of surface melt water  properties of the en- and sub-glacial hydrological systems.
The groundwater pressure is also affected by the ice load
compression of the bedrock pores and fractures.

Rock stresses Basal condition Rock stresses will be influenced by the ice load and the

Englacial ice temperatures hydrostatic pressure. Independently of basal conditions there
will be an increase in vertical stresses corresponding to the
ice thickness. The horizontal stresses will also increase. If the
ice sheet is warm-based the prevailing water pressures at the
ice/bed interface will also alter rock stresses. The alteration of
rock stresses also depends on the duration of the ice load and
the slope of the ice-sheet surface. The slope of the ice-sheet
surface near the front is in turn highly dependent on englacial
ice temperatures and basal thermal conditions.

Ice-sheet thickness

Groundwater composition Glacial melt water composition The glacial melt water is oxygen rich. The combination of abun-
dant melt water supply and high water pressures may cause
injection of glacial melt water to larger depths than oxygen-rich
waters would penetrate in non-glacial conditions. Also, the
consumption of oxygen close to the surface may be limited
due to the lack of organic matter and microbiological activity.
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Paleo-ice sheets have left geological traces in previously glaciated terrain in Fennoscandia, North
America and Siberia, as well as abundant glacio-marine traces in adjacent ocean basins. Studies of
North Atlantic marine sediments have shown that the first traces of eroding glaciers in Greenland
and Fennoscandia date back to between 12 and 6.6 Ma BP (Jansen and Sjeholm 1991, Fronval and
Jansen 1996), with larger ice sheets present in Fennoscandia from around 2.75 Ma BP. Over the last
~900 ka, glacial-interglacial cycles of about 100 ka duration have dominated global climate variation
(see Figure 1-2). Before ¢ 900 ka BP, cycles of 41 ka dominated (e.g. Raymo et al. 1998, McIntyre
et al. 2001).

Geological information on till stratigraphy, interstadial deposits, glacial landforms in loose sediments
and in bedrock have for a long time been used for making reconstructions of the Weichselian glacial
history. A summary of that work is provided in Lokrantz and Sohlenius (2006). Section 3.2 describes
several recent studies that have been used for the reconstruction of the Weichselian glacial history
and of climate conditions during this glacial cycle.

Various types of glacial landforms may also be used to infer information on basal thermal conditions
of paleo-ice sheets (e.g. Lagerbdck 1988a, Kleman et al. 1997, Kleman and Hattestrand 1999,
Kleman and Glasser 2007).

Present ice sheets

At present there are two ice sheets on Earth, the Antarctic (14 Mkm?) and Greenland (1.7 Mkm?)

ice sheets. Large portions of these quasi-stable ice sheets are more than 3 km thick. In both cases,

the ice-sheet load has depressed the bed so that large portions are situated below sea-level. Offshore
marine sediments show traces of waxing and waning Antarctic ice sheets of continental proportions
back to 40-36 Ma BP (Haq et al. 1987, Hambrey et al. 1992), and Antarctic alpine glaciers may trace
back to the Oligocene (Néslund 2001). The present configuration of the Antarctic ice sheet is thought
to have been relatively stable for the last 15-11 Ma (cf. Shackleton and Kennett 1975, Marchant

et al. 1993).

The spatial patterns of basal thermal characteristics of the Antarctic and Greenland ice sheets are
complex due to ice-sheet dynamics, bed topography, and geothermal heat flux variability. For both ice
sheets, parts of the bed are cold-based whereas other parts are warm-based, as seen from modelling
studies (Figure 2-46), radar soundings and drillhole data. Ice-sheet modelling has also, together with
geological field observations and remote sensing studies, showed that ice streams are prominent
features of the Antarctic ice sheet, penetrating far into the ice-sheet interior (Figure 2-47). This has also
been shown by remote sensing Interferometric Synthetic Aperture Radar (InSAR) studies (Joughin and
Tulaczyk 2002). The outer coastal-near parts of these ice streams are typically wet-based, whereas their
upstream parts, high in the catchment areas, often are cold-based.
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Figure 2-46. Two examples of modelled present-day Antarctic ice sheet basal temperatures. Temperatures
are expressed relative to the pressure melting point (pmp). Figure a) is from Johnson (2004) and b) from
Huybrechts (2006).
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Figure 2-47. Modelled Antarctic ice-surface velocities. Fast-flowing ice streams (red/yellow/green) reach
far into the ice-sheet interior. From Johnson (2004) with numerical methods described in Staiger et al. (2005).

During the main Pleistocene glacial periods, the Greenland and Antarctic ice sheets had a larger extent
than at present. The major limiting factor on their maximum lateral extent is the bed topography; the
Antarctic and Greenland ice-sheet margins are both today located close to the coastline. The continental
crust does not extend out very far from the present-day coast lines, and, at the continental margin, the
water depth quickly increases. When the ice sheets grow larger the grounding-line migrates outward,
resulting in a larger area for the grounded part of the ice sheet. The grounding line cannot advance

past the continental margin due to the larger water depths outside. The continental margin thus
constitutes a definite constraint on the maximum spatial size of Antarctic and Greenland ice sheets
during Late Cenozoic ice-sheet fluctuations. The situation was similar for part of the Fennoscandian
ice sheet. From a bed topography point of view there were no constraints for ice-sheet growth from
the Scandinavian mountain range towards the east (the Baltic depression is not deep enough to provide
such a constraint), but Fennoscandian ice sheets, including the last Weichselian ice sheet, could not and
did not extend farther west than the offshore continental margin (Svendsen and Mangerud 1987, Zweck
and Huybrechts 2003).

Although the sizes of the Antarctic and Greenland ice sheets were greater during the Late Pleistocene
glacials, the maximum thicknesses need not have been larger. On the contrary, because of atmospheric
moisture starvation during the colder climates, the interior parts of the ice sheets probably were thinner
during the coldest parts of the glacial cycles (e.g. Huybrechts 1990). In contrast, at the ice-sheet mar-
gins the ice-sheet thickness varies considerably during a glacial cycle. Areas where the ice