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1 Background 

The present project, supported as a research task agreement by Statens Karnkraftsin­

spektion (SKI), Svensk Karnbranslehantering AB (SKB), Barseback Kraft AB (BKAB) 
and Vattenfall AB, started 1998-07-01. From 1999-01-01 the project also receives support 
from Forsvarets forskningsanstalt (FOA). The primary objective from the supporting 

organizations is to promote research and research education of relevance for development 
of the national competence within nuclear energy. 

The aim of the project is in short to: 

• promote development of the competence within nuclear physics and nuclear tech­
nology by supporting licenciate and PhD students, 

• push forward the international research front regarding fundamental nuclear data 

within the presently highlighted research area "accelerator-driven transmutation", 

• strengthen the Swedish influence within the mentioned research area by expanding 
the international contact network, 

• constitute a basis for Swedish participation in the nuclear data activities at IAEA 

and OECD /NEA. 

The project is run by the Department of Neutron Research (INF) at Uppsala Uni­
versity, and is utilizing the unique neutron beam facility at the national The Svedberg 

Laboratory (TSL) at Uppsala University. 
In this document, we give a status report after the second year (1999-07-01-2000-

06-30) of the project. 

2 Introduction 

Transmutation techniques in accelerator-driven systems ( ADS) involve high-energy neu­

trons, created in the proton-induced spallation of a heavy target nucleus. The existing 

nuclear data libraries developed for reactors of today go up to about 20 MeV, which 
covers all available energies for that application; but with a spallator coupled to a core, 

neutrons with energies up to 1 - 2 GeV will be present. Although a large majority of 
the neutrons will be below 20 Me V, the relatively small fraction at higher energies still 

has to be characterized. Above ~ 200 MeV, direct reaction models work reasonably 

well, while at lower energies nuclear distortion plays a non-trivial role. This makes the 

20 - 200 Me V region the most important for new experimental cross section data. 
Very little high-quality neutron-induced data exist in this energy domain. Only the 

total cross section (Finlay et al., 1993) and the np scattering cross section have been 
investigated extensively. Besides this, there are data on neutron elastic scattering from 

UC Davis at 65 MeV on a few nuclei (Hjort et al., 1994). Programmes to measure 
neutron elastic scattering have been proposed or begun at Los Alamos (Rapaport and 

Osborne) and IUCF (Finlay et al., 1992), with the former resulting in a thesis on data 
in the 5° - 30° range on a few nuclei. 

The situation is similar for (n,xp) reactions, where programmes have been run at UC 

Davis (Ford et al., 1989), Los Alamos (Rapaport and Sugarbaker, 1994) and TRIUMF 
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(Alford and Spicer, 1998), but with limited coverage in secondary particle energy and 

angle. Better coverage has been obtained by the Louvain-la-Neuve group up to 70 MeV 

(Slypen et al., 1994). 
Thus, there is an urgent need for neutron-induced cross section data in the region 

around 100 MeV, which is an area where very few facilities in the world can give con­

tributions. By international collaboration within an EU supported Concerted Action, 

which will be followed by the full scale project HINDAS, the level of ambition for the 

present project has been increased, and the potential of the unique neutron beam facility 

at The Svedberg Laboratory in Uppsala can be fully exploited. 

3 Experimental setup and techniques 

3.1 The TSL neutron beam facility 

At TSL, quasi-monoenergetic neutrons are produced by the reaction 7 Li(p,n)7Be in a 7 Li 

target bombarded by 50 -180 Me V protons from the cyclotron, as is illustrated in Fig. 1 
(Conde et al., 1990, Klug et al., 2000). After the target, the proton beam is bent by two 

The TSL Neutron Beam Facility 

Neutron production hall Experiment hall 

0 

PROTON 
DEFLECTING 

MAGNETS 

2 3 4 Sm PROTON 
BEAM DUMP 

Figure 1: The TSL neutron beam facility. 

dipole magnets into an 8 m long concrete tunnel, where it is focused and stopped in a 

well-shielded Faraday cup, which is used to measure the proton beam current. A narrow 

neutron beam is formed in the forward direction by a system of three collimators, with 

a total thickness of more than four metres. 
The energy spectrum of the neutron beam consists of a high-energy peak, having 

approximately the same energy as the incident proton beam, and a low-energy tail. 

About half of all neutrons appear in the high-energy peak, while the rest are roughly 

equally distributed in energy, from the maximum energy and down to zero. The thermal 

contribution is small. The low-energy tail of the neutron beam can be reduced using 
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time-of-flight (TOF) techniques over the long distance between the neutron source and 
the reaction target (about 8 m). 

The relative neutron beam intensity is monitored by integrating the charge of the 
primary proton beam, as well as by using thin film breakdown counters, placed in the 
neutron beam, measuring the number of neutron-induced fissions in 238U (Prokofiev et 
al., 1999). 

Two multi-purpose experimental setups are semi-permanently installed at the neu­
tron beam line, namely MEDLEY and SCANDAL. These will be described below. 

3.2 The MEDLEY setup 

The MEDLEY detector array (Dangtip et al., 2000), shown in Fig. 2, is designed for 
measurements of neutron-induced light-ion production cross sections of relevance for 

0 25 50 cm 

Figure 2: The MEDLEY detector array. 

applications within ADS and fast-neutron cancer therapy and related dosimetry. It 
consists of eight particle telescopes, installed at scattering angles of 20° - 160° with 
20° separation, in a 1 m diameter scattering chamber, positioned directly after the last 
neutron collimator. All the telescopes are fixed on a turnable plate at the bottom of the 
chamber, which can be rotated without breaking the vacuum. 

Each telescope (Fig. 3) is a 6.E - 6.E - E detector combination, where the 6.E 
detectors are silicon surface barrier detectors with thicknesses of 50 or 60 µm and 400 
or 500 µm, respectively, while the E detector is a 50 mm long inorganic CsI(Tl) crystal, 
tapered over the last 20 mm to fit the 18 x 18 mm photodiode readout. 6.E - 6.E or 
6.E - E techniques are used to identify light charged particles (p, d, t, 3He, a). The 
chosen design gives a sufficient dynamic range to distinguish all charged particles from 
a few MeV up to more than 100 MeV. 

The solid angle of the telescopes is defined by active collimators, designed as thin 
hollow plastic scintillator detectors, mounted on small photomultiplier tubes. A signal 
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Figure 3: A MEDLEY telescope. 

from such a detector is used to veto the corresponding event, thereby ensuring that only 
particles that pass inside the collimator are registered. 

Energy calibration of the silicon detectors is performed by determining the pulse 
height for the various particles at the point where they start to punch through the 
detectors, with the assumption of linear correspondence between pulse height and energy. 
Alpha particles from a 241 Am source are used to check the calibration curve for the 
first, thin 6-E detector. For the CsI detectors, the linear response assumption is no 
longer valid, and the calibration curve is determined particle by particle by plotting the 
calculated energy, derived from the energy deposited in the second silicon 6i.E detector 
and standard stopping power data, versus the measured pulse height. The obtained 
calibration is checked by comparing with pulse heights of resolved states in, e.g., 12C(n,p) 
and (n,d) reactions, for which the energies are known. Adding the energy losses in the 
three detectors gives the incident energy for each charged particle. The energy resolution 
is typically about 2 MeV at 80 MeV. 

Absolute cross section normalization is obtained by comparison with free np scat­
tering, using a CH2 target. After proper subtraction of target-out and 12C(n,xp) back­
ground contributions, the cross section per count can be determined from the np scat­
tering peak, using data previously taken at a similar energy (Ronnqvist et al., 1992, 
Olsson et al., 2000). The normalization coefficient is then applied to the data for the 
target under study to get the absolute cross section. 

3.3 The SCANDAL setup 

The SCANDAL setup (Klug et al., 2000) is primarily intended for studies of elastic neu­
tron scattering, i.e., (n,n) reactions. Neutron detection is accomplished via conversion 
to protons by the H(n,p) reaction. In addition, (n,xp) reactions in nuclei can be studied 
by direct detection of protons. This feature is also used for calibration, and the setup 
has therefore been designed for a quick and simple change from one mode to the other. 

The device is illustrated in Fig. 4. It consists of two identical systems, in most cases 
located on each side of the neutron beam. The design allows the neutron beam to pass 
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Figure 4: The SCANDAL setup 

50° 

through the drift chambers of the right-side setup, making low-background measure­

ments close to zero degrees feasible. 
In neutron detection mode, each arm consists of a 2 mm thick veto scintillator for 

fast charged-particle rejection, a neutron-to-proton converter which is a 10 mm thick 
plastic scintillator, a 2 mm thick plastic scintillator for triggering, two drift chambers 

for proton tracking, a 2 mm thick flE plastic scintillator, which is also part of the 

trigger, and an array of 12 large Csl detectors for energy determination. The trigger is 
provided by a coincidence of the two trigger scintillators, vetoed by the front scintillator. 

The compact geometry allows a large solid angle for protons emitted from the converter. 
Recoil protons are selected using the flE and E information from the plastic scintillators 
and the Csl detectors, respectively. 

The response of the equipment has been carefully studied using carbon (March 1999) 

and CH2 (November 1999) targets. The energy resolution is about 3.7 MeV (FWHM), 
which is sufficient to resolve elastic and inelastic scattering in several nuclei. The angular 
resolution is calculated to be about 1.4° (rms) when using a cylindrical scattering sample 
of 5 cm diameter. 

When SCANDAL is used for (n,xp) studies, the veto and converter scintillators are 
removed. A multitarget arrangement can be used to increase the target content without 

impairing the energy resolution, which is typically 2.5 MeV (FWHM). This multitarget 

box allows up to seven targets to be mounted simultaneously, interspaced with multi­

wire proportional counters (MWPC). In this way it is possible to determine in which 

target layer the reaction took place, and corrections for energy loss in the subsequent 

targets can be applied (Thun et al., 2000). In addition, different target materials can be 

studied simultaneously, thus facilitating absolute cross section normalization by filling 
a few of the multitarget slots with CH2 targets. The first two slots are normally kept 

empty, and used to identify charged particles contaminating the neutron beam. 
The response in (n,xp) mode was tested in March 2000 by measuring np scattering, 

using CH2 targets. The result is shown in Fig. 5, where it can be compared to a 

previous measurement of that cross section with a magnetic spectrometer (Ronnqvist 
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Figure 5: Backward np scattering cross sections as determined with the LISA magnetic spec­
trometer and with SCANDAL. 

et al., 1992, Olsson et al., 2000). As can be seen, the data sets agree well within the 

statistical uncertainties. 

4 Results and analysis 

4.1 Elastic scattering 

Elastic scattering of neutrons on 208Pb was studied in May, 2000. Since natural lead 

only contains about 50% 208Pb, we acquired an amount of thorium ore, highly enriched 

in 232Th, on the international market. In this radioactive ore, 208Pb is the end product 

of 232Th decay. To extract a pure sample of lead, a contract was signed between STCU 

and Institute of Colloid and Water Chemistry in Ukraine, and Uppsala University, in 

which the Ukrainian partners took on responsibility to process the ore. Thus, in early 

May we received about 400 g of lead, enriched to 88% in 208Pb. The material was casted 

in the shape of a cylinder, to be useful in the scattering measurements. 
Data were collected for about one week of beam time, which was used for measure­

ment with the lead target, but also CH2 and carbon targets were used for absolute cross 

section determination. In addition, sample-out background measurements were per­

formed. The two arms of SCANDAL were placed to cover the angular ranges 10° - 50° 

and 30° - 70°, respectively. 
The analysis of the scattering data has recently started, and angular distributions 

are not yet available. However, a preliminary energy spectrum of neutrons scattered at 

9° is shown in Fig. 6. The tail on the right side of the elastic peak is not only the result 

of inelastic scattering, but is also affected by the response of the converter scintillator. 

The dotted curve illustrates the sample-out background, normalized to the same incident 

neutron flux as the lead data. As can be seen, this background is very small. 

Some work remains before a complete angular distribution in the region 10° - 70° 

can be presented. Since the cross section falls off several orders of magnitude within this 
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Figure 6: Double-differential cross section for the 208Pb(n,n) reaction at En = 96.5 MeV and 
0 = 9° ( solid line). The corresponding background is also indicated ( dotted line). 

interval, it might be necessary to complement the data with a new measurement for the 
largest angles. It will be very interesting to see how well these data can be described by 

recent optical model representations (Koning). 

4.2 ( n,xlcp) reactions 

In April 1999 and February 2000, we performed experiments to measure double differ­
ential cross sections d2 (j / dfldE for protons and other light charged particles ( d, t, 3 He, 

a) emitted in reactions of 100 Me V neutrons on enriched 208Pb targets. 
The charged particles were detected using MEDLEY, which allowed to measure 

continuum energy distributions in the forward direction (10° - 80°). At larger angles, 
in view of the relatively low intensity of the neutron beam and of the estimated small 

cross sections, only the low-energy part of the spectra could be measured ( EP :S 40 Me V 
at 0 = 160°). To improve the counting rate at backward angles, at least for protons, we 

also used the multitarget arrangement together with the two arms of SCANDAL, which 

covered the angular range 10° - 140° in two settings. With this setup, the high-energy 

part ( Ep > 30 Me V) of the proton spectra could be measured also at backward angles. 
For the MEDLEY measurements, we used a 25 mm diameter by 0.5 mm thick lead 

target, enriched to 88% in 208Pb. Figs. 7a and b show typical flE1 - flE2 and flE2 - E 
scatter plots, respectively, from 96.5 MeV neutron-induced charged-particle production 

reactions in lead at 20°. The energy threshold of the telescopes was about 2 - 3 Me V 

for the hydrogen isotopes and about 9 Me V for the helium isotopes. Preliminary results 
from MEDLEY are presented in Figs. 8 and 9. The analysis is in progress. Fig. 8 shows 

the double differential cross section for protons emitted at 20° ( filled circles) and 40° 
( open circles), while Fig. 9 displays the double differential cross section for protons (filled 

circles), deuterons ( filled squares) and tritons ( open circles) emitted at 20°. 
In the SCANDAL measurement the multi target contained five lead foils ( each 220 
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Figure 7: (a) 6.E vs. 6.E and (b) 6.E vs. E scatter plots for 208Pb(n,xlcp) reactions at 96.5 

MeV. 
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Figure 8: Preliminary double-differential cross section for the 208Pb(n,xp) reaction with En= 

96.5 MeV, and at 20° (filled circles) and 40° (open circles). 

µm thick), one carbon foil (360 µm) and one CH2 foil (360 µm). The carbon target 

was used to subtract the background contribution of protons from quasi-free neutron 

scattering in the carbon of CH2 • In addition to normalization, the np scattering data 

allowed to calibrate the CsI detectors using the well-defined two-body kinematics of 

that process. With the simultaneous measurement of the np scattering and Pb(n,xp) 

processes, the detection efficiency problem is in principle avoided. One needs, however, 

to evaluate the solid angle of the Csl detectors viewing the different finite targets. For 
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Figure 9: Preliminary double-differential cross section for 208Pb(n,xp) (filled circles), 
208Pb(n,xd) (filled squares) and 208Pb(n,xt) (open circles) reactions at 0 = 20°. 

these evaluations, we performed a simulation of the setup using the GEANT code of 

CERNLIB. Preliminary results of proton production above 35 MeV in lead are given for 
the scattering angles 18°, 24°, 35° and 55° in Fig. 10. 

Similar measurements have been performed for 56 Fe(n,X) at 100 MeV, using both 
SCANDAL (February 2000) and MEDLEY (May 2000). These data will be analysed 

after the corresponding work on the lead data has been completed. 

5 International activities 

5.1 Collaboration 

The Uppsala group participates since 1998-08-01 in a CEC supported two-year Concerted 
Action, called "Physical aspects of lead as a neutron-producing target for accelerator 

transmutation devices". The aim of the project is to collect and structure available 
information on lead, and to make suggestions on what additional data are needed for 

this target material. The project is organized in ten work packages, of which our group 

is fully or partly involved in four. 
The third and the fourth ( and last) semi-annual meetings with the partners of the 

Concerted Action were held in Brussels 2000-01-28-29 and 2000-06-23-24, respectively, 

with Nils Olsson representing the Uppsala group. Progress reports were given by the 
various groups, and during the last meeting a final project report was drafted. This 
report will be delivered to the CEC in September. 

The Concerted Action has been followed up by a proposal for a European collabora­

tion on nuclear data for ADT, which was submitted to the 5th CEC program on October 

4. The proposal, "High- and Intermediate Energy Nuclear Data for Accelerator-Driven 

Systems (HIND AS)", involves 16 European institutions from Belgium, France, Germany, 
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Figure 10: Preliminary double-differential cross section for the 208Pb(n,xp) reactions at En= 
96.5 MeV and 0 = 18°, 24°, 35° and 55°. 

The Netherlands, Spain, Sweden and Switzerland, and the experimental work will be 
performed at six European laboratories (UCL in Louvain-la-Neuve, TSL in Uppsala, 

KVI in Groningen, PSI in Villigen, COSY at Jiilich and GSI in Darmstadt). Work on 

the theoretical interpretation of the experimental results is also included. The project 
is coordinated by Prof. Jean-Pierre Meulders, Louvain-la-Neuve, Belgium. 

HINDAS was positively received by the CEC, and was approved at a level of 2.1 
MEUR. Of this, 210 kEUR falls on the Uppsala partner, while the collaborators that 

use the TSL neutron facility will get: Subatech, Nantes (150 kEUR), LPC, Caen (150 
kEUR), ZSR, Hannover (150 kEUR), PTB, Braunschweig (36 kEUR). Most of the money 

is intended for PhD students or postdocs. This means an increasing engagement for the 

Uppsala group and TSL, but also more focus on the activities here. 
The project will start 2000-09-01 with the kick-off meeting in Brussels 2000-10-09, 

and run over three years. 
For the Uppsala partner, a substantial fraction of the grant will be used to employ a 

postdoc, who can act as liaison between the Uppsala group and the collaborating groups. 

However, he/she will also strengthen the experimental competence in Uppsala, and be 
a complement to the existing supervisors at INF. 

To our judgement, the proposal is well organized and focused. It involves a major 

part of the competence and equipment available in Europe, and will also contribute to 
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the development of nuclear data activities in Europe, by bringing new scientists into this 

area. 
During August and December 1999, Jan Blomgren and four students, including 

Cecilia Johansson and Joakim Klug, participated in an experiment at Indiana University 

Cyclotron Facility, located in Bloomington, Indiana, USA. The experiment concerns 
neutron-proton scattering, which is closely related to our own activities, but with a rather 
different experimental technique. Such journeys are very beneficial for the students, who 

learn a lot by participating in the setting up of a complicated experiment, and also get 

experience of work in an international environment. 

5.2 Meetings and conferences 

Accelerator-based research in Uppsala celebrated its 50th anniversary on December 8, 

with a half-day symposium and a dinner. The celebration attracted some 200 partic­
ipants. The symposium included talks on historical views, but also five talks about 

present and future research. One of these," Applied neutron physics", was given by Nils 

Olsson. 
The International Nuclear Data Committee (INDC) of the Nuclear Data Section 

(NDS) at IAEA held its 23rd meeting in Vienna 2000-05-24-26. During the meeting, 
the performance of the NDS was reviewed, and proposals for Co-ordinated Research 
Projects ( CRP) and other data development projects were discussed. Among the eight 

projects recommended by the INDC, one was related to creating a nuclear reaction data 
base for accelerator applications. During the meeting, Nils Olsson gave a report on the 

Nuclear Data Research Activities in Sweden. 

6 Administrative matters 

6.1 Personnel and PhD students 

From 2000-01-01 the Department of Neutron Research (INF) got a new research group, 

specialized on studies of nuclear structure and gamma-ray detection. This group is 
headed by Johan Nyberg, who has received a six-year position as senior researcher from 

NFR. The group includes a junior researcher, Matthias Weiszflog, also sponsored by 
NFR, and a PhD student. With this group, INF strengthens its competence in the 
mentioned areas of research. 

In May, the professors chair in applied nuclear physics at INF was finally filled, 

after a vacancy period of five years. The new professor is Jan Kallne, who is leading a 

large group in neutron diagnostics of fusion plasmas. This is a great step forward for 
the department, and it means that the subject of applied nuclear physics now is fully 
accepted and recognized at the university. 

INF has had two PhD dissertations during the year, namely Marco Tardocchi who 

has worked with neutron diagnostics of fusion plasmas, and Anders Axelsson who spent 
his research efforts on nuclear structure. In September 2000, Somsak Dangtip will defend 

his thesis, which is related to cross section measurements of medical relevance, measured 
using MEDLEY. 
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The supervision within the present project is performed to limited extent by the 

project leader, Nils Olsson, and to a larger extent by Ay§e Ata<; and Jan Blomgren. In 

the fall of 2000, a postdoc will also by employed using resources within the HINDAS 

project. Two PhD students are directly connected to and financed by the present project, 

namely Cecilia Johansson and Joakim Klug, which both are connected to the research 

school AIM (Advanced Instrumentation and Measurements). Two other students, Bel 

Bergenwall who is financed by AIM, and Udomrat Tippawan with a schoolarship from 

Thailand, have tasks strongly related to the present project, and especially to the line of 

development emerging from the collaboration with the French groups within HINDAS. 

Members of our group participate in several courses on nuclear physics as well as on 

energy technology. Some of these include problems related to transmutation. Also more 

outreach talks, seminars, articles and interviews related to this project have been given. 

6.2 Reference group 

The third and fourth reference group meetings, with participation by Per-Eric Ahlstrom 

(SKB), Benny Sundstrom (SKI), Thomas Lefvert (Vattenfall AB), Fredrik Winge 

(BKAB) and Anders Ringbom (FOA), were held at SKB in Stockholm 2000-01-14, 

and in Uppsala 2000-06-15, respectively. Scientific and administrative reports on the 

progress of the project were given at these meetings. 
In addition to the meetings, the progress of the work is continously communicated 

to the reference group members by short, written, quarterly reports. 
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Abstract. We report here a preliminary value for the 1r NN coupling constant deduced 
from the Goldberger-Miyazawa-Oehme sum rule for forward 1r N scattering. As in our 
previous determination from np backward differential scattering cross sections we give a 
critical discussion of the analysis with careful attention not only to the statistical, but 
also to the systematic uncertainties. Our preliminary evaluation gives g; = 13.99(24). 

1. INTRODUCTION 

The crucial coupling of low energy hadron physics is the 1r NN coupling constant, which 
for the pseudoscalar interaction of a charged pion has the approximate value g; ~ 14. One 
would like this quantity to be determined experimentally to a precision of about 1 % for 
accurate tests of chiral symmetry predictions, such as the Goldberger-Treiman relation. 
Determinations of the coupling constant in later years are given in Table 1. 

The Nijmegen group pointed out some years ago that the earlier determinations from 
the 1980's had important systematic uncertainties and they have since advocated values 
about 5% lower than the previous ones, mainly based on their analysis of NN interactions 
[1]. However, these later determinations are, in general, not transparently linked to the 
underlying data and the systematic errors in the analysis are unknown. An exception 
is the GMO analysis by Arndt et al. [2]. Important physical constants are generally 
determined directly from experimental data with transparent, refutable procedures. The 
1r NN coupling constant should be no exception. We have therefore started a program 
of such determinations [3,4]. A first approach is based on single energy backward np 
differential cross sections, dominated by pion pole contributions. Following an old idea of 
Chew, the extrapolation to the pion pole at t = -q2 = m; gives directly g4 • But, 

• previous data were not precise enough and in particular lacked absolute normaliza­
tion, 

*This work was partly done at the Research Center for the Subatomic Structure of Matter in Adelaide. 
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Table 1 
Some important determinations of the pion-nucleon coupling constant 

Source Year System g; NN Reference 
Karlsruhe-Helsinki 1980 1rp 14.28(18) Nucl. Phys. A336, 331 (1980). 
Kroll et al. 1981 pp 14.52(40) Physics Data 22-1(1981). 
Nijmegen [l) 1993 pp, np 13.58(5) Phys. Rev. C 47, 512 (1993). 
VPI 1994 pp, np 13.7 Phys. Rev. C 50, 2731 (1994). 
Nijmegen 1997 pp, np 13.54(5) IIN Newsletter 13, 96 (1997). 
Timmermans 1997 1r+p 13.45(14) IIN Newsletter 13, 80 (1997). 
VPI (2) 1994 GMO, 1rp 13.75(15) Phys. Rev. C 49, 2729 (1994). 
Uppsala (3) 1995 np➔pn 14.62(30) Phys. Rev. Lett. 75, 1046 (1995). 
Uppsala [4) 1998 np➔pn 14.52(26) Phys. Rev. C 57, 1077 (1998). 

• the original extrapolation method requires a polynomial expansion with a large 
number of terms, which makes systematics in the extrapolation obscure. 

These deficiencies have been largely eliminated [3,4). High precision absolutely normal­
ized differential np cross sections have recently been measured at 96 and 162 MeV by the 
Uppsala neutron group. Furthermore, we have replaced the original Chew method by a 
Difference Method for which the extrapolation is required only for the difference between 
the actual cross section and value for the coupling constant. The extrapolation now only 
concerns a correction and can be done with far greater simplicity and confidence. Figure 
1 demonstrates concretely how we make such an extrapolation. Note the strong improve­
ment in the quality of the experimental data from the older Bonner (5) data to the new 
Uppsala data at the same energy. 

How good is this method? We have tested it using over 10000 pseudoexperiments gen­
erated from models with known coupling constant with 'experimental' points equivalent 
to actual observed ones. The original coupling constants are regenerated with an accuracy 
of about ±1 %. The method is therefore well under control. 

The experimental differential cross sections have closely similar shape over a wide band 
of energies and any energy is as good as another for extrapolation purposes. The exper­
imental data from Uppsala have been obtained in dedicated measurements, in contrast 
with previous data. They agree accurately with the shape of similar experiments at other 
energies by the PSI group [6), but differ in shape with data, mainly from Los Alamos [5). 
This discrepancy is presently not fully resolved. (For a different opinion on the Uppsala 
data and the extrapolation procedure, see the Comment by de Swart et al. and our re­
buttal, in Phys. Rev. Letters 81 issue 22, November 30, 1998). A critical discussion of 
the experimental situation has been made by Blomgren et al. [7]. Using the most recent 
Uppsala data gives g~ = 14.52(26) [4]. 

2. THE GOLDBERGER-MIYAZAWA-OEHME RELATION 

In order to obtain additional model-independent information we (T. E. 0. Ericson, 
B. Loiseau, A. W. Thomas) evaluate at present the Goldberger-Miyazawa-Oehme (GMO) 
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Figure 1. Extrapolations of the Chew function y(q2 ) to the pion pole at 162 MeV with the 
Difference Method using Nijmegen 93 as comparison model and different polynomial order 
n. Left figure Uppsala data, right figure Bonner data. For n=2 g~(Uppsala)=l4.52(26); 
for n=3 g~(Bonner)=l2.95(37); the Bonner data are normalized to SM95. 

sumrule for 1rN forward scattering [8) in terms of the 7f N scattering lengths and total 
cross sections. Assuming only charge symmetry: 

(1) 

Here 1- is given in mb by the integral 1- = -(1/41r2) Jcf°(O';+p - O';-p)/ Jk2 + m;dk and 

a7r±p are expressed in units of m;J. 
Everything is in principle measurable to good precision. Still this expression has not 

been too useful in the past because the scattering lengths were theoretically constructed 
from the analysis of scattering at higher energies. Recent splendid experiments at PSI 
determine the 1r-p and 1r-d energy shifts and widths in pionic atoms and from that the 
corresponding scattering lengths follow accurately [9]. We have critically examined the 
situation with careful attention to errors. In particular, we have examined the accuracy 
of the constraints due to pion-deuteron data. 

In order to get a robust evaluation we write the relation as 

2 · _ (a1r-p + a11"+p) 
9c = -4.501 + 103.3arp - 103.3 2 . 

Using 1- = - 1.077( 4 7) mb [10, 11] and the experimental 1r-p scattering length [9] 

g~ = 4.85(22) + 9.12(8) - 103.3(a71"-p; a11"+p) = 13.97(23) - 103.3(a71"-p; a7r+p). 

(2) 

(3) 

Here the last term is a small quantity which we can evaluate with small statistical and 
systematic uncertainties from the experimental 1r-d scattering length. The cross section 
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integral J- is presently the largest source of error. Uncertainties from the small deuteron 
term will not have a major impact on the result which is stable. Evaluating this last 
term from the impulse approximation only would increase g; by 1.25(5). However, double 
s wave scattering decreases g; by - 1.08, while smaller correction terms come from the 
p wave Fermi motion ( +0.24), the dispersive correction from absorption (-0.18( 4)) [12] · 
and the s-p wave double scattering interference term (-0.21) [13]. To exploit the present 
experimental precision the dominant double scattering term must be controlled to better 
than 10%, while other corrections require little more than estimates. Of these terms the 
s-p interference term is presently not fully elucidated. It depends on short range behavior 
and may be partly spurious. Using the correction terms from refs. [12] and [13] we 
find a preliminary value g; = 13.99(24) including the s-p interference term and 14.20(24) 
excluding it. 

In conclusion, we have now two independent methods with controllable errors for the 
coupling constant. The Difference Method gives 14.52(26) or a 2% error. Its future 
expected improvements are a) a full angular range, which will give normalization to ±1% 
(now ±2%) and b) several incident neutron energies (which in principle should contain 
very similar information) from which the future precision is expected to reach ±1.5%. The 
GMO relation gives the preliminary value 13.99(24) or ±2%. The expected improvements 
are in the dispersion integral evaluation, now ±4.6% to ±2 to 3%, which leads to a 
precision in the coupling constant of ±(1 to 1.5)%. 

In summary, the two model independent methods which have been critically examined 
here provide no support for the low value for the coupling constant, close to 13.5, which 
has been advocated el~ewhere. The lower value cannot be completely excluded at present, 
but better data and careful analysis should settle the issue. 
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Abstract 

The differential np scattering cross section has been measured at 96 MeV and 
162 MeV at backward angles at the neutron beam facility of the The Svedberg 
Laboratory in Uppsala. The angular distributions have been normalized 
to the experimental total np cross section. Between 150° and 180°, the angular 
distributions are steeper than for most previous measurements and 
nucleon-nucleon potential predictions, but for all the angular range covered, 
the data agree very well in shape with the recent PSI data. At 180°, the dif­
ference versus older data amounts to about 10%, implying serious conse­
quences because of the fundamental importance of this cross section. 
Values of the charged itNN coupling constant have been extracted from 
the data 

1. Introduction 

The interest in cross section measurements involving 
high-energy neutrons is increasing rapidly. This is motivated 
by a number of emerging applications, such as fast neutron 
cancer therapy, accelerator-driven transmutation technolo­
gies, dose delivery to airfare crew, and the very rapidly 
growing problem with electronics failures induced by 
high-energy cosmic-ray neutrons. For all these areas, 
neutrons in the few ten to few hundred MeV energy range 
play key roles. 

The np scattering cross section has a large impact on all 
these applications. The reason is that the np cross section 
is used as a primary standard for measurements of other 
neutron-induced cross sections in the 0 - 350 MeV 
region [l], i.e., those other cross sections are normalized 
to that of np scattering. In particular the 180° np cross 
section, i.e., the H(n,p) cross section at 0°, is used for 
normalization purposes. This cross section therefore has 
to be known to high precision, irrespective of its theoretical 
interpretation. 

In the present situation, with significant discrepancies in 
the experimental data base (see the contribution by 
Blomgren et al. elsewhere in these proceedings), and con­
flicting results after theoretical analysis of the data, we have 
concluded that our first priority should be to try to establish 
new data with good control of systematic uncertainties. 
The present work represents such an attempt. This paper 
will therefore be concentrated on experimental and analysis 
aspects, and be more brief on the interpretation of the data. 

Although the main motivation of the present work is of 
applied character, these data are also of interest in investi-

© Physica Scripta 2000 

gations of the fundamental properties of the NN interaction. 
Data on np scattering have also been used to extract a value 
of the 1tNN coupling constant. Presently, there is an intense 
debate on the actual value of this constant, but also on which 
techniques to employ in its determination. The conflicting 
results of different approaches have forced a critical 
reappraisal of the entire reasoning on which the previous 
values were based. It has therefore become of interest to 
determine ~± and g2,,. to high precision, convincingly and 
model-independently [2]. 

2. Experimental arrangement 

The experimental setup and procedure have been described 
in detail recently [3,4], and therefore only a brief summary 
will be given here. The 162 Me V results have been published 
recently by Rahm et al. [3], while part of the results at 96 
MeV have been published by Ronnqvist et al. [5], and 
the remaining 96 MeV data are to be published [6]. 

The TSL neutron beam facility is shown in Fig. 1. Protons 
from the cyclotron impinge on the neutron production target 
from the left in the figure. Neutrons are produced by the 
7Li(p,n)7Be reaction, using a 214,427 or 821 mg/cm2 thick 
lithium target (depending on incident energy and angular 
range to be studied), enriched to 99.98% in 7Li. After the 
target, the proton beam is bent into a well-shielded beam 

PROTON 
DEFLECTING 

MAGNETS 

The TSL Neutron Beam Facility 

0 1 2 3 4 5m 

Fig. 1. Overview of the Uppsala neutron beam facility. The neutron pro­
duction, shielding and collimation are shown, as well as the magnetic 
spectrometer arrangement 
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dump. The neutron beam is defined by a I. 1 m long iron 
collimator, with two other collimators serving as beam 
scrapers. The vacuum system is terminated after the first 
collimator with a I mm thick aluminium plate. Charged 
particles produced in this plate are deflected by a clearing 
dipole magnet. The diameter of the neutron beam at the 
np target position, 8 m from the neutron production target, 
is about 7 cm. The neutron yield is in the order of 
105 - 106 s-1 over the full target area. The centroid of 
the full energy peak in the neutron spectrum is determined 
to 96 ± 0.5 Me V and 162 ± l Me V. The total energy spread 
in the peak is estimated to be 0.9 MeV (FWHM) at 96 MeV, 
and 1.3 and 2.3 MeV at 162 MeV, for which two lithium 
target thicknesses are used. 

To maximize the count rate without impairing the energy 
resolution, a sandwiched multi-target system is used. It con­
sists of thin target layers interspaced by nine multi-wire 
proportional chambers (MWPCs), each having an efficiency 
of 2'.: 99%. In this way, it is possible to determine in which 
target the scattering or reaction takes place, so that correc­
tions for energy losses in the subsequent targets can be 
applied. The first two MWPCs provides veto signals for 
rejection of the few charged particles that contaminate 
the neutron beam. The target box contains five 35 / l 00 
mg/cm2 thick CH2 targets and two 85/185 mg/cm2 12C 
targets for the 96/162 MeV measurements. The carbon 
targets are used for subtraction of the carbon contribution 
to the CH2 spectra. The targets are stacked in the following 
(downstream) order: 2 CH2, 2 carbon and 3 CH2 layers. 

The momentum determination of the charged particles 
emitted from the targets is performed with a spectrometer 
consisting of a dipole magnet and four drift chambers 
(DCHs) [7J, two in front of and two behind the magnet. 
The scattering angle is determined by the trajectory through 
the first two DCHs. The detection efficiency for a drift 
chamber plane is typically 2'.: 98%. To minimize the multiple 
scattering of charged particles in air, the space between the 
first two DCHs and the volume in the pole gap is filled with 
helium gas. 

The trigger signal is generated by a small 1 mm thick 
plastic scintillator, located immediately after the multi­
target box and an array of large plastic scintillators, 
positioned behind the last DCH. These large plastic 
scintillators are of thicknesses 2, 4 and I 0 mm, respectively. 
Different trigger conditions were used for different energies 
and angular ranges. The relatively low counting rate allowed 
very generous trigger conditions to be used for all settings, 
thereby diminishing the risk of inadvertently rejecting good 
events. 

The entire setup can be rotated around a pivot point, 
located below the centre of the multi-target box. With one 
position and one magnetic field setting, the spectrometer 
bas a horizontal angular acceptance of about 15° in the lab­
oratory system. Measurements are performed with up to five 
different settings of the spectrometer position. The angular 
regions covered were 0cM = 168 - 180°, 148 -180°, 148-
1740, 128 - 158° and 116 - 154° in the previous measure­
ment at 96 MeV by Ronnqvist et al., 98 - 128° and 
74- 110° in the recent 96 MeV measurement, and 152-
1800, 136 - 168°, 118 - 154°, 88 - 130° and 72 - 108° in 
the 162 MeV measurement. The data have been binned into 
two-degree intervals. The energy resolution in the measured 
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spectra is typically in the range 3 - 7 Me V (FWHM). The 
angular resolution due to multiple scattering is estimated 
to be 0.3° - l.3° (rms). The best energy and angular 
resolutions are obtained in the 140 - 180° range. 

3. Data analysis 

3.1. Data reduction and corrections 

The data are analyzed off-line on an event-by-event basis. 
Before an event is accepted, a number of tests is applied. 
A brief summary of the analysis procedure is given below. 
More detailed information about the data reduction has 
been given in Ref. [3]. 

Events originating from charged particles contaminating 
the neutron beam, or from charged-particle production in 
the thin scintillator just after the target system, are rejected. 
The scattering angle is determined by calculating the particle 
trajectory through the first two DCHs, using both the hori­
zontal and vertical coordinate information. The particle 
momentum is determined by a ray-tracing procedure, using 
magnetic field maps and position information from the 
DCHs. Three DCHs are required for this purpose. The 
use of the fourth DCH offers a possibility for a redundancy 
check. The few events with dubious energy determination, 
or with a trajectory outside the magnetic field limits or 
an origin outside the neutron beam spot are rejected. To 
avoid vertical acceptance corrections, a narrow software 
gate of typically ±0.8° is applied on the vertical scattering 
angle, ensuring that no events are lost in the magnetic gap. 
For the largest magnetic fields, there is a stronger vertical 
focusing, which allows slightly larger gates, up to ± l.2°, 
to be used. The momentum information, in combination 
with the pulse heights from two of the large scintillators, 
is used to discriminate between protons and other charged 
particles (almost exclusively deuterons). 

All accepted events are stored in matrices with angular 
and energy binning in the laboratory system of I O and 
0.25 Me V, respectively. Before extracting the hydrogen peak 
content, the carbon contribution to the CH2 spectra is 
subtracted. 

The np scattering peak contents are determined by 
integration. Since the energy resolution varies with angle, 
different integration windows are used. These are defined 
in a consistent way, and the final peak contents are deter­
mined by integrating the data in a region of ±!l.E around 
the centroid, where !l.E is the peak FWHM. With this 
definition, the carbon background amounts to maximum 
25% of the hydrogen peak for the largest recoil angles. 

The variation of the width of the np peak with angle also 
causes an angular dependence in the background contri­
bution from the low-energy continuum of the 7Li(p,n) 
reaction. The data are corrected for this effect by using 
experimental neutron spectra from this reaction determined 
by Byrd and Sailor [8] at Ep = 90.1 MeV and 139.9 MeV. 
To simulate the finite resolution of our experiment, the Byrd 
and Sailor spectra, which have a much better resolution than 
in the present experiment, are folded with Gaussian resol­
ution functions. From these folded spectra, the neutron con­
tinuum contribution to the peak, as defined above, can be 
determined as a function of peak width, and appropriate 
relative correction factors ( < 5%) can be determined. 
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Fig. 2. Relative differential np scattering cross sections at 96 and 162 MeV. The 
data sets were normalized to each other in the overlapping regions. 

Since the energy of the recoil protons varies with 
scattering angle, the variation of the proton absorption with 
energy in the detector system has to be taken into account. 
To first order, elastic in- and out-scattering of protons 
cancel, and thus only non-elastic losses have to be consid­
ered. We have calculated these losses in the targets, detectors 
and helium gas, using the total reaction cross sections given 
by Carlson [9]. The proton attenuation gives non-negligible 
corrections only in the angular region below 0c.m. = 110°, 
and the maximum correction amounts to 1.8%. 

3.2. Relative cross sections and uncertainties 

The relative cross section data from the different 
spectrometer settings, all treated as relative cross sections, 
are matched pairwise in the overlapping regions using a 
minimum x2 criterion [3]. The x2 per degree of freedom is 
typically around 1. The result of this matching is shown 
in the c.m. system in Fig. 2. As can be seen, the agreement 
in shape in the overlapping regions is very good. Final rela­
tive np scattering cross sections are obtained by averaging 
the data from the different data sets in each 2° (c.m) angular 
bin. 

A good test of the reliability of this procedure is provided 
by the Ronnqvist 96 MeV data, where part of the data were 
obtained with a different spectrometer configuration, result­
ing in many overlapping sets. Also in this case the x2 per 
degree of freedom is about 1 for all overlapping regions. 
Furthermore, there is no systematic shape difference 
between distributions with similar angular coverage, which 
is also verified by the small x2's mentioned above. 

At the time of these experiments, no external monitor was 
available, and we have therefore normalized the relative data 
by this overlap technique. (Such a monitor has recently been 
installed, and will be used for future measurements.) Even if 
such a monitor were at hand, this overlap technique had 
to be used anyway, because these angular distributions were 
recorded in separate runs, spanning over several years. 
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Many sources of uncertainties contribute to the total error 
in the relative cross section. These errors are of both random 
and systematic character. Since the measurement is relative, 
only those systematic errors that affect the shape of the 
angular distribution have to be considered. 

The random error is dominated by counting statistics, 
giving a contribution in the range 1.0% to 3.8% per point. 
The smaller value is valid for the data at most backward 
angles. Another small, random error contribution is due 
to bin truncation when integrating the np peak. This error 
is at most 0.6% per point. 

The most important contribution to the systematic error is 
related to the subtraction of the carbon background in the 
CH2 energy spectra. Above about 145° the hydrogen peak 
is well separated from the carbon spectrum (Q-value = 
-12.6 MeV), and below 125° the hydrogen peak is 
superimposed on a flat carbon continuum. In the latter 
region the uncertainty in the relative thickness of the 
CH2 and pure carbon targets introduces an error in the 
np cross section. With an estimated relative thickness 
uncertainty of 5%, the error in the angular region 
75° -125°173° -135° (96/162 MeV) is less than 0.7% 
and 1.0%, respectively. 

In the angular range 125° - 145°/135° - 155° (96/162 
MeV) the hydrogen peak interferes with the rising slope 
of the carbon background. Hence, a small error in the rela­
tive energy loss corrections for the CH2 and carbon spectra, 
respectively, affects the background subtraction. This causes 
an error in the determined np cross section of< 2 % , using an 
estimated relative energy uncertainty of ±1 MeV. The prob­
lems arising from this effect can be seen in the 96 MeV data 
around 133°. Since the effect occurs in the middle of one 
of the angular settings, it is not expected to contribute sig­
nificantly to a possible progressive shape uncertainty arising 
from the overlap normalization procedure. 

The correction ( < 5%) for the contribution from the 
low-energy continuum of the 7Li(p,n) spectrum to the np 
scattering peak introduces a systematic error that varies with 
the peak width and thus with the angle. Assuming a relative 
uncertainty of 10% in the correction, an error in the data 
of at most 0.5% arises. 

The error from the small correction due to the 
energy-dependent attenuation of the protons is estimated 
to be Jess than 0.6%. 

When adding the various systematic uncertainties 
quadratically, the total systematic error varies from 0.3% 
to 2.0% in the full angular region. The largest errors are 
found in the range Bc.m. = 125° - 145° /135° - 155° (96/162 
MeV). 

In addition to the random and systematic errors discussed, 
the shape of the full angular distribution is affected by the 
matching of the data sets. A quadratic addition of the 
uncertainties in the fitted coefficients, emerging mainly from 
the finite counting statistics, results in a shape error between 
the most forward and most backward data sets, i.e., in the 
75° 173° to 179° cross section ratio (96/ 162 MeV). This error 
is ±2.1% and ±2.6% for the 96 and 162 MeV data, 
respectively. 

There could in principle be additional slope errors caused 
by small inhomogenities in the drift chamber efficiencies, 
which could be amplified from one setting to the next one. 
This does not seem probable, however, because these 
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chambers have shown a very uniform efficiency in a number 

of experiments. In addition, about 75% of the angular dis­
tribution, i.e., from 75°/73° to 153°, is extremely well 
described by a few recent partial-wave analyses (PW A). 
The x2 per degree of freedom, after optimum fitting, is 
0.95/2.54 and l.27/1.19 (96/162 MeV) with respect to 

the NI93 [10] and SM95 [11] PWA's, respectively. Deviation 
from these models is found only beyond 155°, which is within 

one of the angular settings, and more or less outside the over­
lap region for the next setting. 

Thus, all the deviation from the PW A's are within one 

setting, and this deviation in shape is about 10%. The drift 
chamber average efficiency is 98%, which means that if there 
would be a linear variation with position (which is highly 

unlikely), it could at most be 100% at one end and 96% 
at the other, which would not account for more than part 
of the effect. 

3.3. Normalization procedure 

Absolute np scattering cross sections are obtained by 
normalization to the total np cross section, which can be 
done since other reaction channels are negligible below 

270 MeV. The total cross section <lT has been experimentally 
determined around 100-160 MeV by several groups, and is 
considered to be well known. If the entire angular range, 
i.e., from 0° to 180°, had been measured in the present 
experiment, it would have been possible to normalize the 
data to the total cross section directly by integration. Since 
that is not the case, we consider our angular distribution 
as a measurement of a fraction of the total cross section, 
i.e., the part between 74°/72° and 180°. By using a number 

of PW A's or potential models, it is possible to estimate 
the magnitude F of this fraction, to which the data should 
be normalized. Thus, we require that the integral over 
the solid angle of our data should be equal to 

1180° du 
0"74°112°-180° = d,...dQ = FufP, 

74°/72° •& 
(I) 

where 

(2) 

To obtain u~P, we have used the Los Alamos data of 

Lisowski et al. [12], the Harvard data of Measday and 

Palmieri [13], and the PSI data of Grundies et al. [14]. 
The total error of these data sets is below I%, about 4%, 
and less than 1.5%, respectively, and they are in very good 

agreement. 
The total cross section is determined by fitting the absolute 

scale of the Nijmegen energy-dependent PW A NI93 [I O] to 

the experimental data in the energy region 80 - 250 MeV. 
A slight renormalization of 0.995 is needed to obtain an 

optimum fit. Also other PW A's and potentials have been 
tested, but it is found that NI93 gives the best description 

of the energy dependence of u~P. The uncertainty from this 
procedure has two sources; the I% systematic error of 

the experimental data, and the ±0.5/ ± 1.0 MeV uncertainty 

in the neutron beam energy, which affects the total cross sec­
tion determination because it has a · slope of about 

1.1%/MeV at 96 MeV and 0.5%/MeV at 162 MeV. 
The fraction F of the total cross section covered in the 

present experiment is determined from the PW A's 
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Fig. 3. Angular distributions for the SM95 [ll], VZ40 [15] and NI93 [27) 

PWNs, and the present experimental data (filled circles) at 96 and 162 MeV. 

(Upper panels) Differential cross sections for np scattering. (Lower panels) 

Differential np scattering cross sections multiplied by the solid angle element 

21tsinll. 

SM95 [l I], VL40 [1] and VZ40 [15] of VPI, and NI93 of 
Nijmegen [10]. VL40, VZ40 and NI93 are energy-dependent 
PWA's based on data in the Oto 350 or 400 MeV region, 
while SM95 was obtained by fitting up to 1.6 GeV. For 
the final value of F we take the average of the four mentioned 
PW A's. Also potential models were investigated, but are not 
included in the determination, because we believe that the 
PW A's are more reliable since they describe the total cross 
section better. Thus, the integrated np scattering data have 
been normalized to 

(3) 

The result is shown in Fig. 3, where the upper panels display 
the differential cross sections, and the lower panels show the 
same differential cross sections multiplied with the solid 
angle element 21t sin 0. In this representation, each angle 

bin directly shows its contribution to the total cross section. 
Also shown in the figure are the PW A's used to determine 

F, after normalization to the experimental total cross 
section. As was discussed in the previous section, the data 
are well represented by any of the PWA's in most of the 

covered angular region. Deviations occur only at the 
extreme backward angles which, however, carry only small 
contributions to the total cross section. 

The spread in F for the various PW A's and NN potential 
models can be used to estimate the precision of this 
normalization procedure. The maximum deviation from 

the average value is about 3%. From this comparison, we 
estimate the normalizi:.tion uncertainty to at worst 

±2.0%. In addition, we have the intrinsic uncertainty in 

u~P of about I%. Summing these effects yields a total 
normalization uncertainty of ±1.9% and ±2.3% at 96 

and 162 MeV, respectively. However, a word of caution 
should be given here: The estimated uncertainty relies on 

the assumption that the various models give a reasonable 

account of the main characteristics of the angular dis­

tribution. If the balance between the two humps at about 
40° and 130° seen in Fig. 3 is considerably different, our 

normalization would of course be affected. If, e.g., the cross 
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section in the forward hemisphere is larger than predicted by 
the models, this has to be compensated by lower backward 
cross sections to conserve the total cross section, and in this 
case our normalization would have to be lower. 

The forward np data situation at our energies provides 
little guidance. There is only one large data set, by Bersbach 
et al. [16], for which the uncertainties are too large to draw 
conclusions at this level of confidence. At much higher 
energies, there are more precise data by Terrien et al. [17]. 
It can be noted that the lowest energy data by Terrien at 
378 MeV lies about 15 - 20% above the SM99 solution 
by Arndt et al. If such a situation would be present at 
our energies, the consequences for the back-angle cross 
section, and thereby also for the extraction of the rcNN 
coupling constant could be significant. A modification of 
the forward (0 - 60°) cross section up by 20% corresponds 
to lowering the remaining angular distribution by about 
10% for a conserved total cross section. This would reduce 
the value of the nNN coupling constant by about 5%. We 
are planning a measurement of the remaining part of the 
angular distribution at 96 Me V to investigate this possibility 
further. 

4. Experimental results 

The final experimental differential cross sections are shown 
as filled circles in Fig. 4. The errors given are the quadratic 
sums of the statistical and systematic uncertainties of the 
relative cross sections discussed above. They do not include, 
however, the normalization uncertainty and the shape 
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Fig. 4. Differential np scattering cross sections of the present work (filled 
circles). Also plotted are other data from the literature at energies close to 
96 MeV (Upper panel) and 162 MeV (Lower panel). The lines show predictions 
for the Paris [25} (solid), Bonn (dashed) and Nijmegen (dotted) NN potentials. 
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uncertainty between the most forward and backward data 
sets, i.e., in the 75° /73° to 179° cross section ratio. 

The present data are compared with other experimental 
data from measurements performed close to that energy 
in Fig. 4. Thus, we give in the figure the data of Stahl 
and Ramsey [18], Chih and Powell [19], Scanlon et 
al. [20], Bersbach et al. [16], Bonner et al. [21], Palmieri 
and Wolfe [22], and Measday [23]. Although these older data 
show a larger spread than the present ones, it is obvious that 
the new data are at least 10% higher at the most backward 
angles. 

As could be seen in Fig. 3, the data are steeper than the 
PWA's in the 154° -180° region, while they are well 
described at smaller angles, as has been discussed earlier. 
As can be expected from the figure, and as has been 
mentioned in Ref. [24], the Uppsala data lead to a very high 
x2 for the PWA NI93 [IOJ. 

In Fig. 4, the present data are compared with three N ;-.:r 
potential models, namely the Paris [25], Bonn [26] an • 
Nijmegen [27] potentials. The angular distributions of tb, 
Paris and Nijmegen potentials are rather similar, an.:i 
describe the data reasonably well in the 160° - 180° region, 
while a 7% overprediction is seen in the 110° - 160° region. 
One should keep in mind, however, that both the Paris 
and Nijmegen potentials overpredict the total cross section 
by 3 - 5%. It is interesting to note that although the 
Nijmegen potential and the present data do not agree over 
the entire interval studied, the 90°-to-180° cross section ratio 
is in good agreement. The Bonn potential describes the data 
fairly well in the 74° - 150° region, while it underpredicts 
them by 6% at 180°. This potential gives, on the other hand, 
a total np cross section which is in good agreement with 
the experimental one. 

To be able to compare the present results with data at 
other energies, the differential cross sections do/dQ have 
been converted into do/dt, where t is the Mandelstam 
variable, corresponding to the square of the c.m. charge 
exchange momentum transfer. If Pn denotes the neutron inci­
dent laboratory momentum, the product, 

2 dcr 
Pu dt' (4) 

when plotted versus t, should look the same for all data sets if 
only the pion pole term plays a significant role. Deviations 
from such a universal behaviour could be attributed to, e.g., 
effects of other interactions, such as multiple pion exchange. 
Since a majority of the data sets have either a floating 
normalization, or a large uncertainty in the absolute scale, 
we have renormalized the different data sets to agree at 
t = 0, which corresponds to np scattering at 180°. This 
was done by fitting the , data according to an empirical 
two-exponential form [28], 

dcr /J - = a1e 11 + a2eP21 
dt ' (5) 

which has been frequently used in the past when comparing 
different data sets. 

A few data sets are plotted in this way together with our 
data at 162 MeV in Fig. 5. The plots cover the range up 
tot= 0.06 (GeV /c)2, corresponding to np scattering angles 
of about 127° at 160 MeV and 153° at 580 MeV. The fit 
to the present 162 Me V data is shown as a solid line, whereas 
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Fig. 5. Differential np scattering cross sections for data at various energies 
plotted as do/dt versus t. The different data sets were normalized to each 

other at t = 0. 

the fits to other data are represented by dashed lines. All the 
fits were performed up tot= 0.08 (GeV /c)2. The left panel 
shows data of Bonner et al. [21] from 212 to 588 MeV. 
At the lower energies, these data are less steep than the pre0 

sent data set, just as was the case at 162 MeV (Fig. 4). 
The deviation is of the order of 15%. The agreement 
improves, however, when going to higher energies. The 
451 MeV data set agrees well with the present one up to 
t = 0.03 (GeV /c)2, and at 588 MeV the Bonner data set 
is even steeper than ours at small t. The right panel shows 
data of Hiirster et al. [29] at approximately the same 
energies. These data show a remarkable agreement with 
the present ones at all energies, with shape deviations within 
a few percent. The Hiirster data, which originally covered 
the angular range 144° -180°, have recently been extended 
down to 80°, and are published by Franz et al. elsewhere 
in these proceedings. 

The striking similarity in shape with the Hiirster/Franz 
data can be illustrated in another way. We have used the 
phenomenological two-exponential fits above to the 
Hiirster/Franz data, and compared these with the present 
162 MeV data, allowing only the absolute scale to be 
re-normalized. For the lowest Hiirster/Franz energy, 
200 MeV, we obtain x2 = 1.2 (/d.o.f.), the average ofall fits 
in the 200-300 MeV region is 1.6 and for the full range, 
200-580 MeV, it is still only 3.4. This is in contrast with 
the Bonner data, where we find x2 = 12.3 (/d.o.f.) at 162 
MeV. 

5. Determination of the nNN coupling constant 

Our primary aim is to achieve normalized np cross sections. 
We now briefly explore the impact these data have on the 
discussion of the rcNN coupling constant. The procedure 
has previously been discussed in our work at 162 MeV to 
which we refer for details [3]. The analysis is based on 
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the fact that the charged pion exchange contributes import­
antly to the np charge exchange at small momentum 
transfers. This was realized already in 1958 by Chew, 
who suggested a model-independent extrapolation to the 
pion pole for the determination of the coupling constant. 

The Chew extrapolation procedure [30,31] is based on a 
polynomial expansion in the square of the momentum 
transfer, q2• The technique used to extrapolate to the pion 
pole is to first construct a smooth physical function, the 
Chew function, by multiplying the cross section by 
(q2 + m;)2, which removes the pole term, after which the 
extrapolation can be made far more safely and controlled. 
More exactly, in the physical region the function y(x) is 
defined by: 

(6) 
sx2 du n-l . 

y(x) = 44d,.,(x) = La;x'. 
m,,gR •" i=O 

Here s is the square of the total energy and x = q2 + m;. At 
the pion pole x = 0, the Chew function gives 

(7) 

in terms of the pseudoscalar coupling constant g-;± ::::: 14. The 
quantity rl_ is a reference scale for the coupling chosen for 
convenience. It is important to realize that the mod­
el-independent extrapolation requires accurate data with 
absolute normalization of the differential cross section. If 
the differential cross section is incorrectly normalized by 
a factor N, the extrapolation gives .JN~±- This is one of 
the most important sources of uncertainty in the practical 
extrapolation from data. 

An improvement of this rather slowly converging 
expansion is the difference method introduced in our pre­
vious work at 162 MeV [3,32], and has subsequently been 
applied also to np data at 96 MeV [6] and pp charge 
exchange [33]. The difference method is also described in 
detail in the contribution by Loiseau et al. in these 
proceedings. The difference method applies the Chew 
method to the difference between the function y(x) obtained 
from a model with exactly known coupling constant and 
from the experimental data, i.e., 

n-1 

YM(x) - Yexp(x) = L d;xi 
i=O 

(8) 

with KR of Eqs. ( 6) and (7) replaced by the model value KM. 
At the pole 

4 4 
) () KM -g,,± 

YM(O - Yexp 0 = do = 4 
KM 

(9) 

This procedure should diminish systematic extrapolation 
errors and remove a substantial part of the irrelevant infor­
mation at large momentum transfers. 

We apply the difference method using four comparison 
models, i.e., the Nijmegen [27] and Bonn B [26] potentials, 
the Nijmegen energy-dependent PW A NI93 [l O], and the 
VPI energy-dependent PW A SM95 [11]. In our analysis, 
the difference method requires only a few terms in the poly­
nomial expansion, and this gives a small, statistical extrapol­
ation error. Averaging the values from the extrapolations, 
we find g-;± = 14.73 ± 0.14 (extrapolation and statistical) 
±0.23 (systematic) ±0.15 (normalization) = 14.73 ±0.31 
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at 96 MeV, and K";± = 14.52 ± 0.13 (extrapolation and 
statistical) ±0.15 (systematic) ±0.17 (normalization) 
= 14.52±0.26 at 162 MeV. 

6. Summary and Conclusions 

The np differential cross section has been measured at 96 and 
162 MeV using the neutron beam facility at the The 
Svedberg Laboratory in Uppsala. The data were normalized 
using the total np cross section, which has been experimen­
tally determined with high precision. Since our data do 
not cover the full angular range, the experiment was con­
sidered as a measurement of a fraction of the total cross 
section. This fraction was determined by using the angular 
shape of a number of energy-dependent PWA's. The data 
were normalized to the average fraction, obtained from 
those PWA's, multiplied with the experimental total cross 
section. We estimate the normalization error to about ±2%. 

A general feature is that our data are about I 0% higher at 
180° and have a steeper slope in the 150° - 180° angular 
region than most of the older data in the same energy region. 
As a consequence, the slope is also steeper than several of the 
current PWA's and NN potential models. A similar situation 
is also present at higher energies, where large data sets dis­
agree significantly in shape. The shape of the present data 
is, however, in very good agreement with the new Franz 
et al. data, presented elsewhere in these proceedings. 

The np scattering cross section at 180° is used as a primary 
standard for normalization of most other neutron-induced 
cross sections. Uncertainties of the order of I 0% in this cross 
section are therefore unacceptable. Remeasuring the absol~ 
ute np scattering cross sections with high precision and at 
several energies should be of high priority. 

As a by-product of the present investigation, we have 
obtained extrapolated values K;± = 14.73 ± 0.31 if;± = 
0.0813 ± 0.00 I 7) at 96 Me V and K";± = 14.52 ± 0.26 
if;±= 0.0803 ± 0.0014) at 162 MeV for the charged 1tNN 
coupling constant using the difference method, presented 
in the contribution by Loiseau et al. elsewhere in these 
proceedings. 

Our future plans include measurements of np scattering 
between 10° and 170° (c.m) at a few energies in the 
50- 180 MeV range. To this end, the new SCANDAL 
(SCAttered Nucleon Detection AssembLy) setup will be 
used. The new detector system has been designed to detect 
either recoil protons or scattered neutrons. In this manner, 
it will be possible to cover both the backward angles by 
detecting the recoil protons and the forward angles by 
detecting the scattered neutrons. In particular, we plan to 
extend the data we have at 96 and 162 MeV to cover the 
full angular range, i.e., also the forward angles 
Oc.m. = 10° - 70°. By including these forward-angle data, 
we could normalize our angular distributions to the total 
np cross section directly, without any assumptions about 
the angular shape. In addition, a re-examination of the back­
ward-angle cross section at 96 MeV is being planned. 
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Abstract 

The world data base on np scattering differential cross section data from 100 
to 1000 MeV incident neutron energy has been reviewed. In addition, the 
status of the np total cross section and the pp ->d1t+ total cross section is 
discussed, as these have frequently been used to normalize np scattering data. 
It appears that the shapes of the largest np data sets tend to fall into two 
groups, with different steepness at backward angles. Also, it seems as the 
two major techniques for normalizing data yield incompatible results. Both 
these effects have consequences when using np data to determine the 
pion-nucleon coupling constant, ~NN• which is currently under debate. 

1. Introduction 

The absolute strength of the strong interaction in the nucJear 
sector is commonly expressed by the pion-nucJeon coupling 
constant, g;;NN. The 1tNN coupling constant is not directly 
accessible by experiments; it is a deduced parameter. A var­
iety of methods to obtain a value of g;;NN have emanated 
over time*. For a review, see Ref. [I]. 

Neutron-proton (np) scattering - as well as pro­
ton-proton scattering - have been extensively used for such 
determinations. If np scattering were due to one-pion 
exchange only, the determination of g;;NN should be rather 
straight forward. This is illustrated in Fig. I. The coupling 
in each vertex is given by g,,NN, and since the coupling comes 
in twice, the amplitude is g;;NN. The differential cross section 
is the amplitude squared, and thus the cross section is 
proportional to g!NN• In reality, other processes are also pre­
sent, like two-pion exchange, and therefore the picture above 
is oversimplified. However, if one-pion exchange is present 
in np scattering, a component of the cross section 
proportional to g!NN could be expected. 

Returning to the simple picture, we note that the 
differential cross section for np scattering decreases with 
increasing momentum transfer, i.e., with increasing angle, 
assuming the interaction to be mediated by the uncharged 
pion, x0, and the characteristic scale of how rapidly the cross 
section decreases is given by the pion mass. However, in 
addition to this pure scattering process, there is the possi­
bility of charge exchange, where a charged pion (n±) is 
mediating the interaction, thus altering the identity of the 
two particles. This process has its minimum momentum 

* Two different definitions of the coupling strength are frequently used, with 
different notation. The pseudovector coupling/2 ~ 0.08 and the pseudoscalar 
g2 ~ 14, are related by a multiplicative factor; g2 ,e;f2(2Mp/m,.±)2, where Mp 
and m,± are the proton and charged pion masses, respectively. To be strictly cor­
rect, the pseudoscalar notation, which we use throughout this article, should be 
written g2 / 41t, but the I /41t factor is often omitted. 
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transfer at 180° in the centre-of-mass (c.m.) system, and 
should therefore to first order look like a mirror image of 
x0 exchange. This simple picture resembles reality, as illus­
trated in Fig. 2, but this is partly a coincidence. 

This rise in cross section at backward c.m. angles is one of 
the best known signs of the exchange character of the nuclear 
force. It is interesting to note that this feature looks similar 
over a very broad energy interval, from 100 MeV incident 
neutron energy up to several GeV. 

The actual value of the xNN coupling constant is 
canonically quoted at the pion pole, i.e., at the momentum 
transfer q2 = -m;;, where the form factor vanishes. This 
makes g;;NN ultimately unavailable for direct experimental 
measurements. However, at 180° np scattering, the 
momentum transfer is small and hence the situation is rather 
close to this limit, and therefore backward np scattering data 
have been frequently used to extract K;NN· It is evident from 

Scattering 
Peaks at O deg 

Charge exchange 
Peaks at 180 deg 

Fig. 1. Simplified diagrams of the one-pion contributions to the np scattering 
cross section. 

• Uppsalo ( 162 MeV) 
15 11 Bonner ( 162 MeV) 

• Bersboch ( 155 MeV) 
- SM95 (corr.) 

m 

C ~10 
-u -S ' .g !ij 
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Fig. 2. Left panel: the expected shape of the np cross section from very simple 
assumptions, as described in the text. Right panel: the data situation at 
around 160 MeV. The solid line is the global partial-wave analysis SM95, 
renormalized to the experimental total cross section. 
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dcr/dq2 physical region 

Fig. 3. An illustration of the relation between np scattering data and the 

coupling constant. Note that the value of g2 is sensitive to both the shape 
and the normalization of the data. 

Fig. 3 that both the shape and the normalization of the data 
contribute in such a determination. Remembering that 
the cross section is proportional to g!NN, it is obvious that 
the value of iNN goes as the square root of the 
normalization. 

The precise value of the 1tNN coupling constant has conse­
quences for the quantitative discussion of a large number of 
phenomena in hadron and nuclear physics. This involves 
predictions by low-energy theorems of pion photo- and 
leptoproduction, as well as the Goldberger-Treiman 
relation, which relates the axial vector coupling constant 
of beta decay with the decay rate of pions, just to mention 
a few. Moreover, its strength governs the properties of 
the deuteron to a very high degree. If all other 
nucleon-nucleon (NN) potential information were known, 
the value of g;NN could be determined very accurately, 
because then a difference of only a few percent in its value 
would be sufficient to either unbind the deuteron or to pro­
duce a bound diproton, in both cases with major conse­
quences for the world as we know it. 

Around 1980, it was believed that the 1tNN coupling con­
stant was well known. Koch and Pietarinen [2] obtained 
a value of the charged pion coupling constant, 
g;± = 14.28 ± 0.18, from 1t±p scattering data. Kroll [3] 
determined the neutral pion coupling constant to 
~o = 14.52 ±0.4, from analysis of pp scattering data by 
means of forward dispersion relations. 

In the early 1990's, the Nijmegen group [4-6] found 
substantially smaller values for the coupling constants, on 
the basis of extensive and global partial-wave analyses 
(PW A) of NN scattering data. The obtained values were 
g2,,. = 13.47 ± O.ll and~± = 13.54 ± 0.05. Similar coupling 
constants, with values around ~ = 13. 7, have been found 
also by the Virginia Tech group [7-9] from analysis of both 
n±N and NN data. These results have stimulated an intense 
debate, and they have forced a critical reappraisal of the 
entire reasoning on which the previous values were based. 
Reviewing this issue, it has become evident that the basis 
for the standard text book value, with respect to both the 
np scattering data base and the analysis tools, is weaker than 
previously thought. It has therefore become urgent to deter­
mine ~NN to high precision, convincingly and model­
independently [1]. 

Recently, high-precision np scattering experiments at 
96 Me V [10, 11] and 162 Me V [12, 13] were presented. A novel 
technique to determine iNN from these data was employed, 
resulting in values of 14.73 ± 0.31 and 14.52 ± 0.26 at the 
two energies, respectively, i.e., discrepant from the global 
NN analyses above, but in agreement with the values 
obtained from 1tN scattering and pp forward dispersion 
relations. The results, as well as the data and the method, 
have been strongly critizised and debated [14,15]. 
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In this paper, we present a review of the world data base 
on np scattering differential cross sections from 100 to 1000 
MeV incident neutron energy. In addition, the status of 
the np total cross section and of the pp ➔ d1t+ total cross 
section is discussed, since these have frequently been used 
to normalize np scattering data. We have found two major 
problematic features of the data base. First, it appears that 
the large data sets tend to fall into two groups, characterized 
by a different steepness at backward angles. Consequently, 
significantly different values of g;NN have been suggested. 
Second, the two major techniques for normalizing data yield 
incompatible results. 

It is difficult to overemphasize the importance of knowing 
the np scattering cross section precisely. Besides providing a 
testing ground for the pion-nucleon coupling constant, the 
np scattering cross section - in particular at 180° - is of 
utmost importance for many applications of today, includ­
ing medical applications, studies of electronics failures 
induced by cosmic-ray neutrons, and accelerator-driven 
transmutation of nuclear waste and energy production 
technologies. The reason is that this cross section is fre­
quently used to normalize measurements of other neutron­
induced cross sections. Large uncertainties for such an 
important cross section are therefore unacceptable. 

This paper is an evaluation work in the sense that it 
does not contain any new experimental or theoretical 
information. It is focused on investigating the data base, 
with the objective to supply information needed to under­
stand the present experimental situation and its theoretical 
consequences. During the work, we have found several 
surprising contradictions and inconsistencies in the data 
base, both with regard to the angular distribution and to 
the absolute normalization. To our knowledge, this is the 
first time that all available experimental data in the 
100 - 1000 MeV range are critically examined and com­
pared on the same footing. This is in sharp contrast to 
the situation at lower energies ( < 20 MeV), where the 
important nuclear energy applications have enforced many 
careful evaluations of nuclear data. 

The outline of the paper is as follows; first the data base is 
inspected and its main features are discussed in Section 2. In 
Section 3, the different cross section shapes are studied, and 
Section 4 deals with the normalization problem. Finally, 
summary, conclusions and outlook are given in Section 5. 

2. Brief survey of the np scattering data base 

Our study is limited to the differential np scattering cross 
section data only, in the energy region 100 - 1000 MeV. 
Of all np scattering data in this energy range, the differential 
cross section data dominate heavily, and are more numerous 
than all other data combined (such as measurements of e.g. 
spin degrees of freedom). For our investigations, we have 
used the Nijmegen data base which is essentially complete 
in the 100 - 1000 MeV range. This data base is easily 
accessed over www [16]. For a list of references, see, e.g., 
Ref. [I 7]. Our investigation was terminated in January 1999 
and covers data up to this date. 

A summary of the differential cross section data is pre­
sented in Table I, with references and some angular coverage 
characteristics. The total number of data points is 5511. The 
largest data sets are due to Bonner et al. (2004 data 
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Table I. Summary of the np differential cross section data 
base in the 100-1000 MeVrange. 

No of data points in angular interval 
Data set 0°-180° 0°-120° 120°-150° 150°-180° Ref. 

All data 

Bonner 
Evans 
Jain 
Northcliffe 

Bonner setup 

Bizard 
Rahm 
Hiirster 
Keeler 
Terrien 
Bersbach 
Others 

551 I 

2004 
145 
140 
189 

2478 

900 
54 

720 
279 
498 
162 
420 

1424 

149 
82 
69 

105 

405 

0 
24 
0 

142 
498 
162 
193 

1429 2653 

754 ll01 [18] 
29 34 [21,22] 
32 39 [23] 
35 49 [24] 

850 1223 

266 634 [19] 
15 15 [13] 

134 586 [20] 
69 68 [38] 
0 0 [25] 
0 0 [26] 

95 132 

points) [18), Bizard et al. (900) [19) and Hiirster et al. 
(720) [20). The data sets by Evans et al. (145) [21,22], Jain 
et al. (140) [23) and Northcliffe et al. (189) [24] were all 
obtained with essentially the same setup as the Bonner data 
and with almost the same collaborators. When discussing 
systematic effects, it makes sense to group all these data 
together, which we refer to as Bonner setup data, summing 
to 2478 data points, i.e., almost half the data base. 

Another way of comparing the data sets is via their stat­
istical weight. In number of data points the Bonner group, 
Bizard and Hiirster data comprise 45%, 16% and 13%, 
respectively, but in statistical weight the numbers are 44%, 
10% and 28%, respectively. In addition, Terrien et al. [25] 
and Bersbach et al. [26] have published 498 and 162 data 
points, respectively, all at small angles, which are beyond 
the scope of this article, because it is focused on the impact 
on the charged coupling constant. 

Since the work of Hiirster et al. was published, the group 
has performed further measurements at PSI extending the 
angular range to 80° - 180°. These data are presented in 
the contribution by Franz et al. [27] to these proceedings. 
With this extension, the data set now contains 2223 data 
points, including the 720 Hiirster points. Once these data 
are published, and thus included in the data bases, they will 
constitute 32% by number of the world data on np scattering 
cross sections, reducing the impact of the Bonner group and 
Bizard data to 35% and 13%, respectively. In statistical 
weight this will correspond to 66%, 21% and 5% for the 
Franz, Bonner and Bizard data, respectively. 

3. The np scattering angular distribution 

As discussed in the introduction, the most striking feature of 
the np scattering cross section is the pronounced peak in the 
backward direction, which is present from below 100 
MeV to above 10 GeV incident energy. This has been ranked 
as one of the best examples of the presence of pions in the 
nuclear interaction [28]. If there were no other contributions 
to the cross section, the shape would be independent of inci­
dent energy, and the normalization_should scale with the 
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square of the incoming momentum. Therefore, the quantity 

2 do­
Po dt' (I) 

where p 0 is the neutron incident laboratory momentum and t 
is the Mandelstam variable, i.e., the c.m. momentum 
transfer squared, should look the same for a11 data sets if 
only the pion pole term plays a significant role [29]. 
Deviations from a universal behaviour could then be 
attributed to effects of other interactions, like multiple pion 
exchange. 

For comparisons of different data sets, we have taken our­
selves the liberty to use our data at 162 MeV [12,13) as a 
reference. 

3.1. Direct comparison of different data sets 
To be able to compare data at different energies, we present 
the data in the c.m. system, plotted as do-/dt versus t; see 
Figs. 4 and 5. A majority of the data sets have either a 
floating normalization, or a large uncertainty in the absolute 
scale. Therefore, we have renormalized the different data sets 
to agree at t = 0 for the presentation below. To make this 
normalization in a reasonable way, we have fitted the data 
according to a two-exponential shape, 

do- p I pt - = oc1e ' + oc2e 2 dt ' (2) 

which has been frequently used by previous authors when 
comparing different data sets [30]. The fit to the Uppsala 
data is shown as a solid line, whereas the fits to other data 
are represented by dashed lines. The fits were performed 

C 
::) 

_D 
L 

0 

+-' 
'D .....____ 

b 
'D 

0 0.05 0 0.05 
-t (GeV/c)2 

Fig. 4. Data of Bonner, Hobbie, Howard, Palmieri, Kazarinov, Shepard and 
Keeler plotted as dcr /dt versus t for a few energies. The Uppsala data at 
162 MeV are shown for reference. (Linear scale). 
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Fig. 5. Data of Hiirster and Bizard plotted as du /dt versus I for a few energies. 
The Uppsala data at 162 MeV are shown for reference. (Linear scale). 

up tot= 0.08 (GeV /c)2, regardless of how far out in angle 
the data extend. The reason for this choice is somewhat 
arbitrary, but is not crucial; using a moderately wider range 
does not influence the conclusions of this study. 

As can be seen in Fig. 4, the data of Hobbie (128 MeV) [31), 
Howard (129 MeV) [32] and Palmieri (152 MeV) [33) all 
show flatter distributions for small t. The data of Measday 
(129 and 150 MeV) [34) were obtained with the same setup 
as the Palmieri data, and indeed they display a similar shape. 
The data of Randle (130 MeV) [35] are too scarce to draw 
any conclusions. Several of the data sets mentioned have, 
however, very few data points close to t = 0, which makes 
the extrapolation to t = 0, and thus the normalization, 
uncertain. The Kazarinov data at 200 Me V [36) can be made 
compatible with our data if the point at the smallest t is taken 
out and the remaining data are normalized again, resulting 
in a reduction of about 10%. The data of Shepard [37] have 
distributions that are steeper than ours at all their 
energies (182- 378 MeV), whilst the data of Keeler [38] 
(212 - 418 MeV) seem to be flatter. 

A few of the data sets of Bonner are shown in the same 
figure. At low energies, the Bonner data are flatter than 
the Uppsala data, but this discrepancy decreases gradually 
in magnitude with increasing energy, and the Jain data at 
802 MeV (obtained with the Bonner setup) are in reasonably 
good agreement with the Uppsala 162 MeV data. At lower 
energies, the individual points scatter substantially. Above 
400 MeV, the scatter in the individual points is smaller, indi­
cating a better precision in the data. 

A similar comparison with the Hiirster(/Franz) data from 
220 to 578 MeV is shown in Fig. 5. At all energies the agree­
ment with the Uppsala data is good, at least up to 
t = 0.05 (GeV /c}2. It is interesting to note that in the range 
t = 0 - 0.03 (GeV /c}2, which corresponds to the angular 
region where the Uppsala data deviate the most from the 
Bonner data, the agreement with the Hiirster/Franz data 
is almost perfect. 

The Bizard data, displayed in the same figure, show a more 
complex pattern. At their lowest energies, they are much 
flatter than the Uppsala data, while being steeper at their 
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highest energies (around 1 GeV). The transition is not very 
smooth; instead the steepness jumps from one energy to 
the next. 

In previous work, it has been common to express the shape 
of the np cross section by the parameter /3 = (a1f31 + 1J.2/32)/ 

(a1 + a2) [20), which corresponds to the logarithmic deriva­
tive at t = 0 of the two-exponential expression above*. In 
Fig. 6, such a plot is presented for the three largest data sets 
(Bizard, Bonner and Hiirster) together with the Uppsala 
data, and for the Virginia partial-wave analysis (PW A) 
SM95 [42] as well as the Nijmegen PWA NI93 [17). As 
can be seen, almost all data are in agreement with each other, 
in spite of the significant differences displayed in the da /dt 
plots. The spread of the data points and the errors are, 
however, comparatively large. It seems therefore as if /3 is 
not a very sensitive measure of the shape of the cross section. 

We have attempted another method to illustrate the 
steepness of the cross section. In Fig. 7, we have plotted 
the ratios (d11/dt)1=0/(da/dt)1=0.oz and (da/dt),=0/ 
(da/dt)1=0.04 , respectively. In such a plot, if the reaction 
mechanism is dominated by one-pion exchange, the data 
should appear as straight horizontal lines irrespective of 
at which value of t the comparison is being made. It can 
be noted that the Hiirster/Franz data actually display such 
a rather flat behaviour. The Bonner data, on the other hand, 
display more of an energy dependence. At higher energies, 
all the three largest sets agree well. The previous observation 
that the steepness of the Bizard data seems to vary from 
point to point is corroborated by this figure. 

In addition to the data, the predictions by the Virginia 
PWA SM95 and the Nijmegen PW A NI93 are shown. They 
both fall close to the Bonner data, which is not surprising. 
The Nijmegen group have rejected all Hiirster data from 
their analysis [17], and the Hiirster data have never been 
entered into the Virginia data base. Both analyses are there­
fore heavily dominated by the Bonner group data. 

3.2. Comparison of data with PWAs 

The sharp disagreement between the Uppsala and 
Hiirster/Franz data on one hand, and the Virginia and 
Nijmegen PW As on the other hand, has prompted us to 
make an investigation of some aspects of these PW As. 

A comparison [39) with the Nijmegen PW A NI93 yields a 
x2 for the 31 Uppsala data points at 162 MeV in the 
120° - 180° range [12) of about 290. For the rest of the 
accepted data, i.e., about 60% of the data base, the x2 is close 
to one per point. (Notably, the Hiirster data, whose shape is 
in much better agreement with the Uppsala data than the 
Bonner data, have been rejected in the Nijmegen analysis.) 
Inclusion of the Uppsala data in the analysis reduces the 
x2 to about 265 only. Remarkably, when both the Bonner 
data are excluded and the Uppsala data at 96 MeV (32 
points; Ref. [10]) and 162 MeV are included, the analysis 
still yields a x2 for the Uppsala 162 MeV data of 246! This 
is surprising, since there is now almost no other differential 
cross section data left in the 150° - 180° range. In the last 
comparison, a PWA of np data only, covering the range 
0 - 500 MeV, is used. All differential cross sections with 

* In the present work, where we have fitted data renormalized to da/dt = I at 
t = 0, this expression simplifies to /J = a1/J1 + a2/J2 becausea1 + a2 "" I. 
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Fig_ 7. The ratio of da Jdt at (I= 0_00)/(t = 0_02), and (t = 0.00)/(1 = 0.04), 
respectively. The dashed horizontal lines are to guide the eye. If the np 
scattering process were due to one-pion exchange only, the data should fall 
on such straight lines. 

0 > 119° are dropped, and the Uppsala 162 MeV data are 
included. The x2 for our 3 l data points is then 174. 

The corresponding comparisons with the Virginia PW As 
yield the following. The x2 for the 31 Uppsala data points 
at 162 MeV compared to SM95 (0 - 1600 MeV) is 158, 
which is already less than that obtained by Nijmegen after 
dropping all cross sections with 0 > 119°! For the 
low-energy PW A, VZ40 (0 - 400 Me V), the x2 is 238, i.e., 
comparable to that of the Nijmegen group. The Cl50 
(125 - 174 MeV) PWA yields x2 = 379. It should be pointed 
out here that the Virginia group does not reject data in the 
fitting on the same strict criteria as the Nijmegen group. 
On .the other hand, the Virginia group have not included 
the Hiirster data into their data base. 

A common feature of all the comparisons is that the 
Uppsala data, both at 96 and 162 MeV, are steeper than 

© Physica Scripta 2000 

How Strong is the Strong Interaction? 37 

the PWAs for 0 > 150°. It is interesting to note, however, 
that the best agreement is obtained when comparing the 
Uppsala data with the SM95 PW A, which has a relatively 
large weight for data at higher energies. The worst result, . 
on the other hand, is found using the Cl 50 solution, which 

. is based on data in a very restricted energy region. 
Previously, the shape of the data was investigated by 

plotting the ratio of do/dt for two different momentum 
transfers t, as was shown in Fig. 7. The energy dependence 
of the PW As can also be studied by this method. In the same 
figure, two examples, fort = 0.02 and 0.04, are presented. A 
striking feature is the dip-bump structure in the 100 - 400 
Me V region. At larger t than plotted here, this structure gets 
even more pronounced. · 

3.3 Comparison of data using the extracted coupling 
constant 

Recently, the novel difference method [12,13] for extraction 
of the coupling constant from np scattering data was applied 
by Arndt et al. to the Virginia data base [40]. This provides a 
consistency check on large data sets, where the extracted 
coupling constant can be inspected over a wide energy range. 

The result of this survey for the Bonner and Bizard data is 
displayed in Fig. 8. The dotted lines indicate the weighted 
averages of this analysis, which are 13.62 ± 0.04 and 
13.02 ± 0.09 for the Bonner and Bizard data, respectively. 
These results are in agreement with the coupling constants 
provided by the Virginia PW As, and are thus a support 
for the difference method as such. What is more noteworthy 
is the apparent energy dependence of the result for both these 
data sets. The coupling constant obtained from the Bonner 
data seems to increase roughly linearly with bombarding 
energy, while the Bizard data show a parabolic behavior. 
The solid lines in Fig. 8 are first- and second-order fits to 
the extracted coupling constants for the Bonner and Bizard 
data, respectively. The x2/(d.of.) for a uniform coupling 
constant is 2.9 and 4.2 for the Bonner and Bizard data, 

N 
a, 

18 ~------c-r-------, 
Bonner Bizord 

10 200 400 600 800 400 600 800 1000 

E. (MeV) 

Fig. 8_ The nNN coupling constant resulting from a difference method analy­
sis by Arndt et al. [40] for the Bonner and Bizard data. The solid lines 
are first and second order fits to the data, respectively, while the dotted lines 
are weighted averages. 
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respectively, while it is 2.0 and 1.5, respectively, for the solid 
lines. 

It is interesting to compare the cross section shape analysis 
presented in Fig. 7 with the apparent energy dependence of 
the coupling constant for the Bonner data in Fig. 8. In 
the former, it seems as the shape of the backward-angle cross 
section gets gradually steeper with increasing energy. A 
steeper backward-angle cross section should be linked to 
a higher coupling constant, as is indeed seen in the latter. 
Thus, the two pictures are qualitatively consistent. 

The analysis was performed in two versions by Arndt et 
al.; one with the original normalization, and a second 
one with the absolute scale obtained by a renormalization 
to SM95. The energy dependence looks very similar in 
the two cases, but the absolute magnitude of g2 is slightly 
different. It is the first of these versions that is shown in 
Fig. 8. 

4. Normalization of np scattering data 

As was pointed out above, the largest data sets are due to 
Bizard, Bonner and Hiirster. In addition, the experiments 
by Northcliffe, Evans and Jain belong to the Bonner setup 
group. All these experiments were normalized by measuring 
np scattering simultaneously with the pion-production 
reaction np -+ d1t0 , when above threshold. This reaction 
has never been measured on an absolute scale directly, 
but it is linked to the pp -+ d1t+ reaction via isospin 
invariance. Keeler and Uppsala have normalized to the total 
cross section, which can be done by integrating the 
differential cross section, given that the inelastic channels 
are small or can be corrected for. 
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Fig. 9. The t = 0 cross section with its original normalization, obtained by 

fitting the data with a two-exponential expression. Note that the vertical scale 

has been suppressed. The deviating Uppsala points at 96 and 162 MeV were 

normalized using the total cross section, while all other data points were 

normalized by pion production techniques or by fits to a partial-wave analysis. 

The regular behaviour of the Bonner data below 300 MeV is because they were 

normalized to PWAs from VPI. The dashed line is explained in Section 5 of the 

text. 
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At energies below the pion threshold, many data sets were 
measured as relative data only, but have subsequently been 
normalized by different techniques before being tabulated. 
Notably, some of them have been normalized to PWAs, 
and thereby implicitly to older data. This is the case for 
the Measday and Bonner data below the pion-production 
threshold, which have been normalized to the PW A 
YLAN4MP [41] and Virginia PWAs [42], respectively. 

It is apparent already from the data base that 
normalization of np scattering data is difficult. In Fig. 9, 
the t = 0 cross section obtained from the two-parameter 
fit described in section 3.1 is displayed. The original 
normalizations have been used. It can be noted that most 
of the data scatter substantially. In contrast, the Bonner data 
below 300 MeV display a regular behaviour, but this is 
artificial. These data were measured as relative points only, 
but have later been normalized to a PWA of the Virginia 
group. Also, the predictions by the Nijmegen PW A NI93 
and the Virginia PWA SM95 are shown. It should be noted 
that neither of the two put a large emphasis on the original 
normalization of data. (The dashed line is explained in 
Section 5.) 

4.1. Normalization using the np-+ d1t0 reaction 

As was mentioned above, the standard method to normalize 
np scattering cross sections above 275 MeV incident energy 
has been to make a measurement relative to the 
np -+ d1t0 cross section, by a simultaneous detection of 
deuterons in the same spectrometer. This cross section is 
in tum related to the pp -+ d1t+ cross section by a factor 
2 from isospin invariance, and a correction of a few percent 
from Coulomb force differences [43]. 

The normalization involves a few ingredients: 

(I) Energy transformation from the np to the pp system. 
The np -+ d1t0 and pp -+ d1t+ cross sections should be com­
pared at the same invariant energy. Following a text book 
derivation [44], the c.m. cross section close to threshold 
has the general behaviour 

(3) 

where p" is the c.m. momentum of the outgoing pion, and Vnd 

and VNN are the c.m. relative velocities of the outgoing pion 
and deuteron, and the incoming nucleons, respectively. 

(2) Correction for the Coulomb force. The np and pp 
entrance channels differ by the Coulomb repulsion in the 
latter, and that is also the case for the d1t0 and d1t+ exit 
channels. This effect can be calculated and compensated for. 
A commonly used simple analytic expression for the 
approximate correction is 

G = ---3!:J___ 
e21t"f - I' 

(4) 

where r = cx.µ/p, ex.= 1/137.06, µ is the reduced mass andp is 
the c.m. momentum of the incoming proton or outgoing 
pion. It should be noted that there are corrections both 
in the entrance and exit channels [45], but the pp channel 
correction has been omitted in several papers on the 
pp -+ d1t+ reaction and its time reversal. The exit channel 
correction goes to infinity at threshold, while it is 3 - 5% 
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in the 400 - 600 MeV region. The entrance channel correc­
tion is about 2% in the same region. 

Recently, a theoretical investigation of the combined 
effect of the Coulomb interaction and the mass difference 
in the two systems has been undertaken by Niskanen and 
Vestama [46]. They found that the effect on the transition 
amplitudes from the fact that these reactions proceed via 
an intermediate A resonance, which has a different mass 
in the two cases, is far from negligible. The correction when 
comparing the two different total cross sections is several 
percent, and varies with energy in a non-monotonous 
fashion. Exactly at threshold, it is infinite, at 300 MeV 
neutron energy, just above the np - dn° threshold, it is 
about +10%, falling to about -2% at 500 MeV, and then 
rising rapidly up to about +8% at about 600 MeV, above 
which it stays constant up to 800 Me V, which was the highest 
energy investigated. This dip structure was attributed to the 
intermediate A excitation. These numbers translate directly 
to the absolute scale of np scattering cross sections, 
normalized with this technique. It is interesting to note that 
with such renormalizations, the discrepancy between the 
total cross section and pion-production methods decreases 
substantially, and the absolute scale increases for the latter. 
Furthermore, it should be pointed out that this correction 
is about as large as the uncertainty in the pp - dn+ cross 
section data, and it has not been taken into account in 
any np scattering work in the past using the pion 
normalization technique. To our knowledge, the Franz et 
al. [27] data published in these proceedings are the first where 
this effect has been included. 

(3) Determination of the pp - dn+ cross section. This is a 
difficult task because of a number of reasons. First, the data 
situation is complicated. There are large discrepancies in 
some regions, and data have also changed systematically 
and significantly over time. Therefore, some np data sets 
ought to be renormalized, since they have been normalized 
to a pp - dn+ cross section which is now believed to be 
incorrect. Second, the techniques to estimate the cross sec­
tion are not without problems, and third, the resonant shape 
of the pp - dn+ cross section as such induces compli­
cations. These aspects will be elaborated below. 

4:1.1. How large is actually the pp - dn+ cross 
section? We have studied four different analytic 
expressions for the total pp - dn+ cross section up to 
l GeV. These are due to Richard-Serre et al. (1970) [47], 
Spuller and Measday (1975) [48], Bystricky et al. 
(1987) [49], and Ritchie (1991) [50]. 

Richard-Serre et al. made a three-parameter fit to the 
pp - dn+ cross section up to Ep = 500 MeV. This approach 
was elaborated by Spuller and Measday, who added two 
more terms to the Richard-Serre expression. These two 
parameterizations agree reasonably well with each other, 
and with the data situation at that time. In addition, these 
two groups have made fits covering a larger energy region, 
adding more terms to the expressions. Richard-Serre et 
al. goes up to Ep = 700 MeV and Spuller-Measday to 
Ep = l 100 MeV. Bystricky et al. fitted the data with an 
expansion into a series of functions, related to Laguerre 
polynomials. The published fit uses l O parameters up to 
4.2 GeV. In 1991, Ritchie fitted a sum of two Lorentzians 
plus a linear and a square root term to the data up to 
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Ep = 1700 Me V. The two latter are probably the most useful 
ones when establishing the present cross section, while the 
two former are of interest because they were used to estimate 
cross sections for normalization of the large np data sets, i.e., 
the Bizard, Bonner and Hiirster sets. 

To extract a "best cross section" for the normalization 
reaction pp - dn+, we have investigated the phenomeno­
logical fits by Richard-Serre et al., Spuller and Measday, 
and Ritchie, using the pp - dn+ data base of the Virginia 
group (a complete reference list is given in Ref. [421). There 
are 52 different data sets in this energy region, with in total 
191 data points. Of these, 6 sets with in total 19 points have 
been rejected by the Virginia group, i.e., 46 sets with a total 
of l 72 points remain. We have only used data accepted 
by the Virginia group. (Most of the rejected points have large 
error bars, so an erroneous omission would still not signifi­
cantly change the conclusions below.) Both pp - dn+ cross 
section data and the inverse reaction dn+ - pp have been 
utilized, converted by detailed balance. 

Our first observation was that data have changed signifi­
cantly over time. In Fig. 10, data before and after 1975 
are displayed*. It can be noted that the new data deviate 
substantially from the old data in the Ep = 400 to 
600 MeV region. In the lower panel, the relative difference 
of data after 1975 versus the Richard-Serre high-energy 
fit is plotted. Data with relative errors larger than 7% have 
been omitted to avoid difficulties in reading the graph. 
The deviation in the 400 - 600 Me V region is obvious. It 
can also be noted that the data below 400 MeV scatter 
significantly. A conclusion from this investigation is that 
np scattering data produced between 1975 and 1980, i.e., 
the three largest data sets; Bizard, Bonner and Hiirster, 
might need re-normalizations upwards by about l 0% in 
the 400 - 600 MeV range. This should be taken into account 
when performing analyses of the np scattering data base. 

As a second step, we have tried to estimate the precision in 
the pp -+ dn+ cross section of today. In Fig. 11, all data are 
displayed together with the Ritchie fit from 1991. This fit 
represents the most recent estimate of the cross 
section [51]. It can be noted that although the general 
description is reasonably good, the scattering of the data 
is not negligible. The precision in the cross section determi­
nation is to our judgement in the 5 - 10% range at energies 
above 400 MeV. Below that energy, the uncertainty is even 
larger; the cross section does not seem to be known to better 
than ±15%. 

There are several reasons why the pp - dn+ cross section 
is not a very good reference. First, the cross section as such is 
not known to better than 5% anywhere from threshold and 
up to l GeV. It is probably known now to better than 
10% above 400 MeV, but not much better. Note that it 
has changed by 10% in the 400 - 600 MeV energy region 
since 1980. Second, the cross section shape as such induces 
additional problems. The cross section increases rapidly 
from the threshold and up to a maximum at about 
600 MeV, and then it goes down steeply again. This was dis­
cussed in the Northcliffe paper, where it was concluded that 

* The reason for this division is that the three largest data sets, i.e., Bizard, Bon­
ner and Hiirster, were all published between 1975 and 1980. During this period, 
only 6 accepted pp --> c1n-+ data were published, so putting the cut at 1975 
should be a rather good illustration. 
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a ±3 MeV uncertainty in the absolute neutron energy cor­
responds to a ±6% uncertainty in the cross section at the 
energy of their experiment (459 MeV) from the steepness 
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of the cross section alone [52). At lower incident energies, 
the uncertainty arising from this effect is even larger. Finally, 
this normalization relies on that isospin invariance holds for 
the pp ➔ d1t+ and np ➔ d1t0 reactions. As was mentioned in 
section 4.1, a recent theoretical investigation [46) indicates 
deviations on the several percent level because of, e.g., mass 
differences in the two channels. These deviations are difficult 
to verify experimentally, and they have not been taken into 
account by any previous author. 

Recently, Heimberg et al. have measured the pp -+ d1t+ 
analyzing power, and the total and differential cross sections 
very close to threshold at the IUCF cooler ring [53), and 
Drochner et al. have measured the total and differential 
cross sections in the same energy range, however not as close 
to the threshold, at COSY [54). These two measurements 
differ substantially in absolute scale, with the IUCF data 
being about 20% larger in magnitude than the COSY data. 
In a recent publication, however, an improved analysis of 
the COSY data [55) resulted in slightly higher cross sections, 
which agree rather well with those of Heimberg et al. 

The recent COSY cross section data [55), as well as the 
Heimberg et al. data [53), are in reasonable agreement with 
the old Rose data [56), which dominated this region 
previously, and with the np ➔ d1t0 cross section by 
Hutcheon et al. [57), after corrections for isospin and 
Coulomb differences. This agreement should not be 
overinterpreted, though, as has been discussed in a comment 
and reply to the COSY publication [58,59). It has been 
suggested that comparisons of the pp ➔ d1t+ and 
np ➔ d1t0 cross sections should allow tests of charge 
independence. However, the np ➔ d1t0 data were 
normalized to np scattering, using a PW A from Virginia. 
The dominating data set in the Virginia data base in this 
energy interval is the Bonner data, which were normalized 
to pp ➔ d1t+ data. (The only such data in this energy 
interval until recently were from the measurement by 
Rose [56).) Thus, the data are interdependent in a non-trivial 
manner, and tests of charge independence might therefore 
not be very reliable. 

4.1.2. Experimental data normalized to pion production. 
Bizard et al. normalized their experiment by the pion pro­
duction technique, but do neither give the used pp ➔ d1t+ 
cross section, nor do they give a reference. Since the 
publication, the data have been re-normalized twice by 
others (see, e.g., Ref. 6 in [241), before being tabulated in 
1982 [60). Since then, the pp ➔ d1t+ cross section has 
changed significantly in part of the energy region studied 
(see Section 4.1.1 ), and therefore a re-normalization might 
be needed. 

Hiirster et al. fitted pp ➔ d1t+ cross section data to a 
phenomenological expression suggested by Spuller and 
Measday [48). Since then, the group has extended the 
measurements to cover a much wider angular range, where 
the previous data is a subset. In connection with this, the 
group has undertaken a thorough re-normalization [27), 
and we have therefore not investigated this data set further. 

Bonner et al. do not tell explicitly how data were 
normalized, but refer to the well-known pp ➔ d1t+ cross 
section, with a reference to Richard-Serre et al. [47). 
However, they actually used a fit of Spuller and Measday 
(fit F), but without Coulomb corrections [61). 
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It is difficult to attempt a renormalization of previous 
data, since too much information has been lost over time. 
This is, however, not the case for the recent Northcliffe 
experiment, which was carried out at 459 MeV neutron 
energy. The normalization was not performed by the pre­
scription in Section 4.1, but at the same total c.m. energy 
for the np and pp systems, i.e., at 462 MeV proton energy 
(although the proton energy was mistakenly taken to be 
464 MeV). The correct normalization energy should rather 
be 467 MeV, if following the prescription from 
Section 4.1. The Northcliffe approach is obviously invalid, 
which is easily realized from the fact that for some total c.m. 
energies, the np channel has opened, but the pp channel is 
still below threshold. We conclude from the text in section 
II of their paper that there was no Coulomb correction, since 
<Tp and <Tn differ by exactly a factor 2. Using the prescription 
above, we end up with a renormalization upwards of 8%. 
The PSI group has made a similar estimation, resulting 
in a normalization upwards by 12% [62]. The difference 
between the two results is partly due to different extractions 
of the pp --+ d1t+ cross section, and partly because the 
PSI group included the Niskanen-Vestama correction. 

The Evans and Jain data were normalized with very simi­
lar techniques. In both papers the corresponding proton 
energy is calculated using the same deuteron c.m. 
momentum. No Coulomb corrections were applied. If 
applying the Niskanen-Vestama correction, the cross section 
would increase by 8%. On the other hand, Evans assumed a 
proton cross section of <Tpp➔drr+ = 2.86 mb, which is 
substantially higher than the Ritchie value of 
<Tpp➔d1t+ = 2.59 mb. It should be noted that the proton cross 
section is difficult to extract in this energy region, so the large 
deviation is not surprising. (The Ritchie fit seems to be lower 
than data in the 600 - 800 MeV region, which can be seen in 
the lower panel of Fig. 11. There all data with relative errors 
less than 7% are plotted as the ratio to the Ritchie fit. Almost 
all data fall above the fit.) 

4.2. Normalization using the total np cross section 
If the entire angular distribution were experimentally known 
at a certain energy, normalization to the total cross section 
would be trivial. There are two main sources of uncertainties 
when using the total cross section for normalization. First, 
the entire angular distribution is not measured in most cases, 
and assumptions have to be made about the undetected part. 
Second, if above the pion-production threshold, the 
integrated differential elastic scattering cross section does 
not correspond to the experimental total cross section, 
but corrections must be applied for inelastic channels. A 
third uncertainty could be ascribed to how well the total 
cross section is known. All these effects are discussed below. 

In most experiments only a part of the angular distri­
bution is measured. The reliability of the total cross section 
normalization technique depends in such cases on the extra­
polation techniques used for the unmeasured region. This 
has been studied by the Uppsala group, which has used dif­
ferent PWAs when normalizing the same data [10,12,13]. 
The distribution of the results has been used to estimate 
the uncertainty in this procedure. At 96 and 162 MeV, when 
covering the 120° - 180° angular region, a normalization 
uncertainty of 4% was given. After having extended the data 
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sets to covering 74° -180°, the normalization uncertainty 
was estimated to 2%. 

The total cross section is dominated by elastic scattering, 
but in addition inelastic effects contribute. Below the 
pion-production threshold, the two largest are capture 
and np bremsstrahlung. The np --+ dy cross section is 
rather well known, particularly from data on the inverse 
yd --+ np reaction. The total cross section for this reaction 
is below 100 µb in the energy interval of this paper, 
and is thereby accounting for a sub-percent correction. 
The np ➔ npy cross section is much less well known, 
but new data are underway [63]. The pp --+ ppy reaction 
has been studied, and its cross section is typically four 
orders of magnitude smaller than the elastic cross section. 
There are reasons to believe that the npy cross section 
is an order of magnitude larger than for ppy, but this 
would still make the total bremsstrahlung cross section 
three orders of magnitude smaller than the elastic cross 
section. Thus, both these two inelastic processes impose 
sub-percent effects, which are negligible with present 
experimental precision. 

Above the pion-production threshold at 275 MeV, the 
total cross section has to be corrected for contributions 
from pion-producing reactions, such as the np --+ d1t0 , 

np--+ nn1t+, np--+ np1t0, and np--+ pp1C reactions. At even 
higher energies, two-pion production has significant con­
tributions. If such a correction could be made accurately, 
the total cross section data could be used for normalization 
also above the pion-production threshold. 

In the region rather close to the threshold, i.e., the 
275 - 500 MeV domain, the correction required to use 
the total cross section normalization should be fairly well 
known. Bystricky et al. [49] have made an investigation 
of pion production in NN interactions. In Table VII of that 
paper, a phenomenological fit describing the total inelastic 
cross section in np scattering is presented, with errors on 
the sub-percent level all the way up to about 1.5 GeV. This 
indicates that the required correction could be made with 
very high accuracy. The authors pointed out, however, that 
this surprisingly small uncertainty could be smaller than 
the confidence level of l<T because of correlation of 
parameters. 

A more direct approach would be to look at reaction cross 
section data. The reaction cross section excluding np --+ dn° 
has been measured to 11.0 ± 0.8 mb at 795 MeV [64]. 
The np --+ d1t0 cross section can be estimated using the 
Ritchie parameterization of the pp--+ dn+ cross section 
and Coulomb corrections, resulting in 0.8 ± 0.1 mb. Com­
bining these results yield a reaction cross section of 
11.8 ± 0.8 mb, i.e., a 7% uncertainty. At the highest energy 
where the total cross section is precisely known, 770 MeV, 
it is 38.3 ± 0.2 mb. A correction for the reaction cross section 
obtained above, results in an elastic cross section of 
26.5 ± 0.8 mb, i.e., a 3% uncertainty. It seems therefore 
not unlikely that such a procedure can be as precise as 
normalization by simultaneous pion detection. 

4.2.1. Total cross section data base. In the energy region 
within the scope of this article, 100 - 1000 MeV, we are 
aware of 12 np total cross section data sets. These are listed 
in Table II, and the most important data sets are plotted 
in Fig. 12. 
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Table II. Summary of the np total cross section data base in 
the 100-1000 MeVrange. 

Data set 

Ashmore 
Bowenz 
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Culler 
Devlin 
Grundies 
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Measday 
Palevsky 
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Fig. 12. The np total cross section. 

Ref. 

[71] 
[67] 
[72] 
[68] 
[70] 
[66] 
[36] 
[38] 
[65] 
[69] 
[73] 
[74] 

There are two large high-accuracy data sets available, by 
Lisowski et al. [65] from Los Alamos, and by Grundies 
et al. [66] from PSI. These two sets are in perfect agreement 
all over their common energy domain, i.e., 125 - 580 MeV, 
and are supported by the measurements of Bowen et 
al. [67], Culler et al. [68], Kazarinov et al. [36], and Measday 
et al. [69]. The data of Keeler et al. [38] and Devlin et al. [70] 
are both systematically above the Grundies-Lisowski data 
(up to about 6%). This is true also for one datum point 
by Ashmore et al. [71]. The measurement by Chen et 
al. [72] is lo- below the Grundies-Lisowski result. The 
Palevsky et al. [73] and Shapiro et al. [74] results both lie 
slightly below the Grundies-Lisowski result, but with large 
error bars. Neither the Palevsky nor the Shapiro results 
are due to direct np total cross section measurements, 
but are deduced from combinations of pp and pd 
measurements. 

It has been claimed by Bugg and Machleidt [75] that the 
total cross section is uncertain. They point out that the 
Lisowski and Grundies data sets lie systematically below 
several measurements with monoenergetic neutron beams 
and liquid hydrogen targets, which they consider a more 
attractive technique as regards absol_l!te normalization. In 
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a total cross section measurement, the dominating 
uncertainties are statistics and the precision in determining 
the target properties, i.e., the number of target nuclei and 
the physical extent of the target. Both the Lisowski and 
the Grundies measurements have statistics superior com­
pared to any other data set. Concerning knowledge of 
the target properties, using solid polythene targets, which 
was done by Lisowski, allows good control of systematic 
effects. As an example, this group has made extensive inves­
tigations of their targets, including X-ray scanning to find 
cavities, and state-of-the-art techniques to find impurities 
and to determine the densities accurately. The group of 
Grundies also used a hydrocarbon target; in their case it con­
sisted of liquid cyclohexane contained in an aluminium box. 
Such targets are easier to use and control than cryogenic 
liquid hydrogen targets. In fact, the technique of using a 
CHi-vs-C difference was originally motivated by the diffi­
culties in determining liquid hydrogen target characteristics. 

It is notable that the reasonably precise measurements 
using the CH2-vs-C difference technique (Culler, Grundies, 
Kazarinov, Lisowski and Measday) all agree very well. 
Of these, Grundies and Lisowski use white neutron beams 
and the others use quasi-monoenergetic beams. Measday 
used both the CHi-vs-C difference technique and LH2 with 
agreement to better than 2%, which was limited by statistics. 
Finlay et al. [76] have made total cross section measurements 
on a series of nuclei, with varying target techniques. They 
claim agreement to better than 1 % for these two target 
techniques, however for other target materials. 

It has also been suggested by Bugg [77] that wrap-around 
effects could be a potential hazard in the Lisowski 
experiment. This is difficult to believe. The micropulse sep­
aration of LAMPF is typically of the order of microseconds. 
This combined-with a typical flight path of 20- 100 m, 
indicates that wrap-around neutrons have energies of a 
few MeV, which are easy to discriminate. In fact, 
wrap-around effects are probably more important, however 
still negligible, in so-called monoenergetic experiments. 
The much smaller micropulse separation, 50 - 100 ns at 
typical cyclotrons, results in wrap-around neutrons at much 
higher energies. In a carefully conducted experiment, 
however, this should not be a problem. 

The measurements differing from these internally consist­
ent data sets are due to Devlin, Keeler and one datum point 
by Ashmore. The single Ashmore point is 2o- above the 
Grundies-Lisowski data, and its statistical weight is not very 
large. 

There are a few questions around the Devlin experiment. 
Neutrons were produced by an internal target in the 
Princeton-Pennsylvania Accelerator (PPA), but without 
explicit reference to which target material was used. In 
two other neutron experiments at PPA [26,37], platinum 
targets were used, which might have been the case also here. 
Neutrons emitted at 20° were collimated to a narrow beam. 
At these angles, the beam has a polarization which was 
not corrected for in the data. In a study on np scattering 
using a similar neutron production at a larger angle (38°), 
a beam polarization of 4.7% was identified [37]. It is not evi­
dent what effect the neutron beam polarization has on the 
total cross section data, and it might be wise to give these 
data lower significance when discussing the total cross 
section. 
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The Devlin experiment has been characterized as a 
monoenergetic neutron beam experiment, but this is a truth 
with qualification. The technique actually resembles a white 
source measurement. The intrinsic width of the neutron 
energy distribution is not explicitly given in the publication, 
but from Fig. 7 of the paper, we have deduced a very uncer­
tain FWHM of about 20 MeV. Using time-of-flight (TOF) 
techniques, the energy resolution was reduced to about 4 
MeV at 230 MeV, which is substantially worse than the res­
olution of the Grundies and Lisowski experiments. 

The Keeler experiment used the D(p,n) reaction for 
neutron production. We are not aware of any experimental 
problems, but it can be noted in Fig. 2 of the paper that there 
might be a second peak at around 16 ns in the TOF 
spectrum. If this is actually a beam contamination, the 
results could be affected. It can be noted that both the Keeler 
and the Devlin data lie above the Grundies-Lisowski data in 
the region around 400 MeV, where the total cross section 
displays a minimum. If there was any contamination of 
neutrons at other energies in the former experiments, such 
a filling of the minimum could result. 

To summarize the situation: two recent high-quality 
measurements agree perfectly (Grundies, Lisowski), with 
four older data sets supporting them (Bowen, Culler, 
Kazarinov, Measday). One data set is different from this 
(Keeler), and a few others either have too poor statistics 
to make a strong impact (Ashmore, Chen, Palevsky) or 
can be suspected to contain systematic errors (Devlin, 
Palevsky, Shapiro). We have chosen to adopt the 
Grundies-Lisowski result when normalizing our np data. 
Lechanoine-LeLuc and Lehar has made a review of the data 
situation, coming to the same conclusion [78). 

4.2.2. Experimental data normalized to the total cross 
section. Keeler et al. [38] measured the np scattering cross 
section at 212, 319, 418 and 493 MeV. This experiment rep­
resents the only measurement of the full angular distribution 
after 1975. It was performed using two rather similar setups, 
one for detecting the scattered neutron at forward angles, 
and one for proton detection at backward angles. These 
two systems had an overlap to allow consistency checks. 
A system of monitors allowed the neutron detector 
efficiencies to be calibrated by putting the detector in the 
direct beam. The data were finally normalized to the total 
cross section by making a PW A of the differential cross sec­
tion and integrating the solution over all angles. 

The total cross section data lie systematically a few per­
cent above the data sets of Lisowski and Grundies (see 
above). If the Lisowski data are used for cross section 
normalization, the Keeler data should be multiplied by 
0.962, 0.945, 0.942 and 0.945 at 212,319,417 and 495 MeV, 
respectively. These factors are in reasonably good agreement 
with what the technique to be described in section 4.3 
suggests, which is not surprising. 

Ronnqvist et al. [10] and Ericson et al. [12] measured the 
np scattering cross section at 96 and 162 Me V, respectively, 
obtaining their normalization from the total cross section 
by extrapolating the experimental data using PW As for 
the unmeasured angular region 0° - 120°. The uncertainty 
of this technique was estimated to 4% when applied to 96 
and 162 MeV data covering 120° - 180°. The precision in 
this normalization was improved in the recently extended 
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measurements [11,13], which cover a continuous angular 
range from about 70° to 180° (c.m.), using a slightly different 
approach. The contribution to the total cross section from 
the detected part of the angular distribution was determined 
by direct integration of the experimental data. This was com­
pared with the corresponding fraction of the total cross sec­
tion for several PW As. An average value was used, and 
the spread in this contribution was used to estimate the 
uncertainty in the procedure. Finally, the angular distri­
bution was normalized to the experimental total cross sec­
tion of Lisowski et al., multiplied with this fractional 
factor. With the data sets extended to 70° - 180°, the 
normalization uncertainty has dropped to 2%. The new 
normalizations are within the quoted uncertainty of the pre­
vious values. 

4.2.3. How should differential cross-section data be 
normalized to the total cross section? This issue might seem 
innocent, but it is not self-evident how such a normalization 
procedure should be carried out. We have illustrated the 
problem in Fig. 13, where the solid line is the Virginia 
PWA SM95 at 200 MeV, and the data points are 
pseudodata, generated by multiplying SM95 with a parabola 
to simulate a steeper cross section at the forward and back­
ward directions. The error bars were generated by a math­
ematical function to resemble a realistic case. In the 
upper panel, the pseudodata have been normalized to SM95 
by minimization of x2, which is a typical procedure used 
by PWA groups. In the lower panel, the contribution to 
the total cross section from each angular bin above is dis­
played, by plotting 21t sin 0do/dQ, i.e., the differential cross 
section multiplied with the solid angle element. It is evident 
that the pseudodata and SM95 correspond to very different 
total cross sections (in this case by 20%). Thus, a x2 
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Fig. 13. Pseudodata normalized to SM95 by minimizing x2 (upper panel), 
resulting in different total cross sections by about 20% (indicated in the lower 
panel). See the text for details. 
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normalization of differential cross section data does not 
necessarily result in the same total cross section. 

4.3. Cross-check of the total cross-section and 
pion-production normalizations 

At energies just above the pion-production threshold, a very 
small fraction of the total cross section comes from 
pion-production reactions. Therefore, normalizations using 
the total cross section and the np --+ d1t0 reaction can be 
compared. To do this, a correction of the total cross section 
is required, as described in Section 4.2. This correction is 
rather small for the first 200 MeV above the threshold. 
We have made such a comparison using the Franz et al. data 
at 320 MeV [27]. 

In Fig. 14, the Franz data with their original 
normalization, obtained from the np --+ d1t0 cross section, 
are shown in the upper left panel. In addition, the Keeler 
small-angle data at 319 Me V are plotted, also with their orig­
inal normalization. In the lower left panel, the cross section 
multiplied with the solid angle element 21t sin 0 is given, thus 
displaying how much each scattering angle contributes to the 
total cross section. It is evident that the two data sets are not 
in mutual agreement. We have taken ourselves the liberty to 
renormalize them to agree internally, applying Legendre 
polynomial fits to the two data sets and joining the fits in 
the overlap region. Finally, the corn bined set was normalized 
to the experimental total cross section by Lisowski et al., 
with a 3% correction for the inelasticities obtained from 
SM95. The resulting set is presented in the right panels. 

The renormalization factors are rather large. The Keeler 
set had to be reduced by 13%. However, the Keeler data were 
normalized to their own total cross section measurement, 
which is about 6% higher than the Lisowski and Grundies 
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cross section. The PWA SM95 has been renormalized to the experimental 
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data. Our renormalization therefore accounts for 
additionally 7%. The Franz data need to be renormalized 
upwards by almost 20%! Apparently, the pion production 
and total cross section normalizations are inconsistent. 
The inconsistency is even larger than what can be explained 
from the previous systematic shift of the pp --+ d1t+ cross 
section. It is evident from Fig. 14 that there are large 
uncertainties involved in this procedure, because of the small 
overlap between the two data sets, and the large error bars of 
the Keeler data at about 90°. Nevertheless, it seems as rela­
tively large renormalizations are required to bring the 
differential and total cross section data into agreement. 

4.4. Conclusion and discussion on normalization techniques 

We find it evident that normalization using pion production 
has an inherent uncertainty on the 5 - I 0% level from the 
pp--+ d1t+ data situation only. In addition, there are other 
complications, like the precision in absolute neutron energy 
and the conversion from pp ➔ d1t+ to np ➔ d1t0 • Our con­
clusion is that it is presently impossible to normalize to 
better than 10% with this technique. This has profound 
consequences for the debate on the pion-nucleon coupling 
constant, g;NN. The difference between the values 14.4 
and 13.6 is about 6%, which corresponds to 12% in 
normalization (recall that the coupling constant scales to 
first order with the normalization N of the differential cross 
section as ./N). With present techniques, data normalized 
with the pion production method cannot distinguish between 
these two values. 

When using the total cross section for normalization, 
substantially better precision is reached if a wide-angle data 
set is used. With reasonable assumptions about the 
uncertainty in the angular distribution of the undetected 
region, an uncertainty in the normalization of the order 
of 2 - 4% has been reached in a few recent experiments, 
which is sufficiently precise to distinguish the 13.6 and 14.4 
values of g;NN. 

Our conclusion is that the total cross section is a more 
reliable technique than pion-production normalization. 
The total cross section is known with a precision superior 
to any other neutron-induced cross section. We believe that 
one of the best ways of avoiding the present normalization 
difficulties is to measure relative, differential np scattering 
cross sections, covering the full angular distribution, and 
normalize the result to the total cross section. Thus, an 
unambiguous normalization could be performed. Such 
experimental efforts are underway [79]. 

A novel and promising approach is attempted at IUCF 
(see the contribution by T. Peterson in these proceedings). 
The idea is to use a tagged neutron beam to measure the 
absolute scale of the cross section at backward angles. This 
requires good absolute knowledge of virtually every 
component in the detection system, but if this can be 
achieved, it would open a new possibility to resolve the 
normalization discrepancy. 

5. Summary, discussion and outlook 

In this paper, we have examined the world data base on np 
differential scattering cross section data from I 00 to I 000 
MeV incident neutron energy. In addition, the status of 
the np total cross section and the pp --+ d1t+ total cross sec-
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tion has been reviewed, because these have frequently been 
used to normalize np scattering data. 

We have found two major problematic features of the data 
base. First, it appears that the shape of the large data sets 
tend to fall into either one of two mutually incompatible 
groups, with different steepness at backward angles. Second, 
it is not only the shape of the data that is under debate, but 
also the absolute scale. There are two major techniques 
for normalizing data, which yield incompatible results. Both 
these effects have implications for the determination of the 
pion-nucleon coupling constant, iNN, and not surprisingly, 
different opinions about its value appear. 

It is tempting to speculate about some features of the data 
and the theoretical analyses of them. The Bonner and the 
Hiirster/Franz data, which heavily dominate the data base 
in the 200 - 500 MeV range, are definitely incompatible 
in this energy interval, while the disagreement at higher ener­
gies is not as large. The Hiirster /Franz data look rather simi­
lar to what could be expected if one-pion charge exchange 
dominates the cross section over a wide energy range, mak­
ing the cross section almost insensitive to energy in the 
100- 1000 MeV interval. If these data are correct, it seems 
not unlikely that a simpler interpretation could be made, 
being more "one-pionlike". Could it be that some of the 
theoretical models of today are misguided by the difficult 
data situation, and thus too complicated? 

By the publication of the Franz data [27], the input to 
PW A becomes rather different. The relative statistical 
weights for the Bonner group, Bizard and Hiirster data 
are today 44%, 10% and 28%, respectively, but with the 
Franz data replacing the Hiirster data, these numbers will 
change to 21 %, 5% and 66%, respectively, thus the PSI data 
will dominate heavily. It will be very interesting to follow 
this development. 

One striking feature in some PWAs, e.g, SM95, is the 
wiggly behaviour around 600 MeV. This is obvious in 
Fig. 9, but it can also be seen in Fig. 7, and possibly also 
in Fig. 6. It is noteworthy that this shows up at the maximum 
of the np--+ dn° cross section, i.e., at the i:\ resonance. If 
there are experimental problems associated with this, e.g., 
a normalization problem tending to push the cross section 
up before the maximum and below after or vice versa, 
wiggles could be produced. 

The np data on which SM95 is based were almost exclus­
ively normalized by pion production techniques. Not one 
single experiment has taken the large (~ 8%) correction 
factor emanating from the i:\ resonance into account in 
the calculation of the np --+ dn° cross section from the 
pp --+ dn+ cross section. If the np scattering process were 
governed by one-pion exchange only, the data would fall 
on a horizontal line in Fig. 9. The dashed line is such a hori­
zontal line, corrected for charge symmetry breaking effects, 
as calculated by Niskanen and Vestama [46]. The close 
similarity with the SM95 solution calls for a discussion. 
Could it possibly be that the physics might be simpler than 
indicated by the Virginia analysis, but that the data are 
jeopardized by not taking the Niskanen-Vestama effect into 
account in the normalization process? 

One of our conclusions after this investigation is that there 
is still a great need for new, precision data, especially in the 
low energy range, i.e., up to 500 MeV or so. In particular, 
the available data at backward angles for energies below 
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200 MeV are very scarce, and new data in this range should 
therefore be given high priority. 

Normalization has been a problem for a long time, 
manifested in that some theoretical analyses are performed 
using floating normalization. This approach has made sense 
when using data with very unreliable absolute scale, but, 
evidently, important physics information has been lost in 
the process. Finding techniques to obtain precise, reliable 
normalization should therefore be given high priority. 
Our conclusion is that normalization to the total cross sec­
tion has the best potential in this respect. Measurements 
covering the entire angular distribution would be of particu­
lar value for this purpose. 

Furthermore, efforts should be put into a more elaborate 
evaluation of the existing data. By careful analysis of the 
experimental conditions, it might be possible to find system­
atic problems that can explain the deviations. 
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Abstract 

Double differential cross sections of the 9Be(n,p )9Li reaction have been measured at 96 Me V in the 
angular range 0°-27° up to about 20 MeV excitation energy. In addition, the 12C(n,p)12B reaction 
has been measured in the same angular and excitation energy range. Cross sections for reactions 
leading to the ground state and the first excited state (2.69 MeV) of 9Li have been analysed using 
peak-fitting techniques. The data have been compared with cross sections obtained from distorted­
wave Born approximation calculations. A Garnow-Teller (GT) unit cross section for the ground state 
transition of 7.4 ± 1.2 mb/sr was determined from the identified GT strength. Discrepancies in the 
Garnow-Teller unit cross sections for different (n,p) and (p,n) transitions from the 9Be ground state, 
resembling the situation for 13c, have been found. © 2000 Elsevier Science B.V. All rights reserved. 

PACS: 24.50.+g; 25.40.-h; 25.40.Kv; 27.20.+n 
Keywords: NUCLEAR REACTION 9Be(n,p), 12C(n,p), E = 96 MeV; Measured a(E p, 0); DWBA calculations; 
Deduced Garnow-Teller strength 

1. Introduction 

The (p,n) reaction has been the subject of intensive experimental effort during the last 
twenty years. Now a very rich data base exists, where the main excitations - with special 
emphasis on Garnow-Teller (GT) strength- can be studied versus, e.g., projectile energy 
and target mass [1,2]. 

* Corresponding author.E-mail:jan.blomgren@tsl.uu.se 

0375-9474/00/$-see front matter © 2000 Elsevier Science B.V. All rights reserved. 
Pil:S0375-9474(00)00284-0 
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It has been found that the GT unit cross section, &GT, varies smoothly as a function of 

mass A, at a given energy, and that it is slightly larger for odd than for even nuclei. This 

unit cross section is given by 

(1) 

where 0-GT is the experimental GT cross section at 0°, corrected for optical model 

distortions and the finite momentum and energy transfer in the reaction, and BGT is the 

strength obtained from the corresponding fJ decay. 

The unit cross section for odd nuclei is systematically 20-30% larger than for even. This 

behaviour is not fully understood. Furthermore, for some odd nuclei, e.g., 13e and 15N ( and 

possibly 35el), the GT unit cross section for the ground state transition is 30-40% larger 

than a smooth trend through the data points for other odd nuclei would indicate. In contrast, 

the transition to the 15.1 MeV state in the 13e(p,n)13N reaction does not show any such 

effects. 
A number of possible explanations have been discussed in the literature. Taddeucci 

et al. [1] suggested that optical potential parameter differences between odd and even 

nuclei could lead to uncertainties in distorted wave calculations. Systematic studies of 

optical potentials, especially for nonzero-spin targets, are thus motivated. 

The unit cross section proportionality (Eq. (1)) relies on the dominance of central 

interactions and direct reaction mechanisms. Possible contributions from non-central 

interactions and non-direct reaction mechanisms as a reason for such effects have been 

discussed [1,3]. 
Another possibility of why the unit cross sections differ is because of problems with the 

axial vector current g A. The Garnow-Teller transition in nuclear f3 decay is determined 

by (gA/ gv )2 BGT, while 0-GT is a function of BGT and A only. It has been found that in 

the nuclear medium, the value of gA for the free neutron is reduced to an effective value 

of (gA)eff = (0.8 - 0.9)gA, resulting in quenching values [(gA)eff/ gA]2 of 60-80% [2]. 

In addition, the importance of heavy-meson exchange for GT matrix elements has been 

pointed out [4,5], which could possibly have some implications for the value of gA. It is 

not known whether such effects could be different for odd and even nuclei. 

Lack of data prevents systematic studies of such effects by the (n,p) reaction. Although 

with fewer data points available, the data base on unit cross sections for (n,p) on even 

nuclei shows a trend similar to that of (p,n) data. For odd nuclei, there are only two cases 

where the corresponding BoT is known; 3He from TRlUMF [6], and 13e from LAMPP [7] 

and TRJUMF [8]. 
Hence, further (n,p) reaction studies on nuclei, where corresponding data on (p,n) at 

about the same energy are available, should be most useful. One of the best cases among 

several candidates is 9Be (see Fig. la). The residual isotope 9Li has its first excited state 

as high as 2.7 MeV, which can be resolved from the ground-state with our present setup. 

Measurements on the corresponding {J- decay from 9Li have been carried out [9-14], and 

this decay is also included in a recent review oflog ft values in fJ decay [ 15]. Furthermore, 

the 9Be(p,n)9B reaction has been studied by Pugh et al. [16] at 135 Me V at IUeF. Its 

ground-state transition was reported with good precision. In addition, the transition leading 
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Fig. 1. Isobar diagrams of the mass (a) A= 9 and (b) A= 13 systems. 

5 

to the 14.6 MeV excited state of 9B, which is a member of the isospin T = ! multiplet, 
has been studied in the same work, and can be compared directly with the transition to the 
same isospin state (the ground state of 9Li) by the 9Be(n,p)9Li reaction. 

We have measured double-differential cross sections of the 9Be(n,p )9Li reaction at 
96 Me V using the TSL neutron facility, which is described in Section 2. The data reduction 
and experimental results are presented in Section 3, while details of the data analysis are 
found in Section 4. The results are discussed in Section 5, and finally, a summary and the 
conclusions are given in Section 6. 

2. Experimental apparatus and procedure 

The experiment presented in this paper was performed at the neutron facility of The 
Svedberg Laboratory in Uppsala, Sweden. The equipment (see Fig. 2) has been described 
in detail in Ref. [17], and only a brief summary is given here. The 95.8±0.5 MeV neutrons 
were produced by the 7Li(p,n)7Be reaction, using a 110 mg/cm2 thick disc of lithium, 
enriched to 99.98% in 7Li. After the target, the proton beam was bent into a well-shielded 
beam dump. A narrow neutron beam in the forward direction was defined by a system of 
three collimators. The vacuum system was terminated with a 1 mm thick aluminium plate 
after the first collimator. Charged particles produced in this plate and along the collimator 
channel were deflected by a clearing magnet. The diameter of the neutron beam at the (n,p) 
target position, 8 m from the neutron production target, was about 7 cm. The neutron beam 
was dumped in a tunnel about 10 m after the spectrometer. 
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The TSL Neutron Beam Facility 

4 5m PROTON 
BEAM DUMP 

Fig. 2. The Uppsala (n,p) facility. 

The sandwiched multi-target system used in the present study was filled with a 

85 mg/cm2 carbon foil, five 180-190 mg/cm2 beryllium discs and a 50 mg/cm2 CH2 
reference foil. The targets were interspaced by multi-wire proportional chambers (MWPC), 
allowing identification of the target, in which the reaction occurred. Before the target 
planes, two MWPC' s were used to reject charged particles contaminating the beam. Spectra 
were also recorded with no beryllium targets mounted in the multi-target box to determine 
the small instrumental background. With a 3.0 µA proton beam incident on the 7Li target, 
the neutron yield was about 3.0 x 105 s-1 in the solid angle defined by the collimator. 

The momentum determination of the charged particles emitted from the reaction target 
was performed with a spectrometer consisting of a dipole magnet and four drift chambers, 
two in front of and two behind the magnet. The scattering angle was determined by the 
trajectory through the first two drift chambers. The spectrometer was operated slightly 
different than in our previous experiments~ it was hooked onto a pivot point in order 
to -simplify the positioning of the spectrometer. This was done at the cost of a reduced 
momentum bite. 

The data were taken with the spectrometer magnet at three different positions, covering 
the scattering angle regions 0° -10°, 7° -17°, and 17° -27°, respectively. The magnetic 
field strength was kept at 1.0 T for all settings. The energy resolution was about 2.7 MeV 
(FWHM). 

A trigger signal for the data acquisition system was generated by a triple coincidence be­
tween two large plastic scintillators, located behind the last drift chamber, and a thin scintil­
lator, positioned immediately after the multi-target box. The neutron time-of-flight (TOF) 



S. Dangtip et al. I Nuclear Physics A 677 (2000) 3-24 7 

was measured using the thin-scintillator signal and the cyclotron RF as start and stop sig­
nals of a time-to-digital converter (TDC), respectively. This information was used to reject 
events from low-energy neutrons in the tail of the neutron spectrum. Together with infor­
mation on the particle momentum, the pulse heights from the two large scintillators were 
used for particle identification, enabling separation of protons from other charged particles. 

The data acquisition system was based on a VME-bus configuration in conjunction with 
CAMAC and NIM electronic modules. For each event the time information from the drift 
chambers and the MWPCs of the multi-target box, together with the linear signals from the 
scintillators and the neutron TOF, were stored on magnetic tape. In addition, preliminary 
spectra could be monitored on-line. 

3. Data reduction and experimental results 

The data were analysed off line on an event-by-event basis. The target plane in which the 
reaction took place was first identified. Events caused by charged particles contaminating 
the neutron beam, or produced in the thin plastic scintillator by (n,p) reactions, were 
identified and rejected. A neutron TOF criterion was applied, by which only charged 
particles associated with full energy neutrons were accepted. For the remaining events, 
energies were determined by ray-tracing through the magnet. This was done twice; first 
drift chamber one, two, and four were used. A second determination was made with the 
third instead of the fourth drift chamber. If the results obtained from the two combinations 
were too different, the event was rejected and so were events whose trajectory was outside 
the magnetic field boundaries. As the next step, particle identification was performed by 
an energy loss measurement in the scintillator telescope together with the momentum 
information obtained from the ray-tracing. The accepted beryllium or carbon data events 
were stored as relative double-differential cross sections in matrices with angular and 
energy bin widths of 1 ° and 0.5 Me V, respectively. 

The background data, dominated by np scattering in the MWPC foils of the multi-target 
system, were treated in a similar way, and were subsequently subtracted from the beryllium 
and carbon data. 

Also the data from the CH2 foil, providing the normalization of the cross section scale, 
were analysed in an similar manner. A gaussian distribution was fitted to the hydrogen 
peak in the energy spectrum for each angular bin. The cross section scale was obtained by 
normalizing the angular distribution of the hydrogen-peak contents to that of a previous np 
scattering measurement [18]. This normalization was done by integrating the area under 
the angular distributions in the same angular region as covered by the present experiment. 

Due to the finite width of the micropulses from the cyclotron (3-4 ns ), the TOF rejection 
of low-energy neutrons was not complete. The remaining tail of low-energy neutrons was 
therefore subtracted from the beryllium spectra using an unfolding technique. The tail 
below the peak in the proton spectrum was divided into bins, where the contents were 
compared with the total hydrogen spectrum. Scaled by this ratio, a shifted beryllium 
spectrum was subtracted from the full spectrum for each bin. The effect of this correction 
is small, and in the main region of interest for this work, it is negligible. 
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Acceptance corrections were determined experimentally by making narrow software 
cuts on the vertical scattering angle to allow only trajectories almost parallel to the median 
plane, i.e., unperturbed by the pole faces of the magnet. By comparing the energy spectra 
and angular distributions obtained with different vertical angle cuts, the required correction 
factors could be extracted. 

Examples of experimentally determined double-differential cross sections in the centre­
of-mass (c.m.) system, grouped in 1 ° bins, are shown in Fig. 3 for carbon (left panel) 
and beryllium (right panel). The error bars represent the statistical uncertainties only. In 
addition, the cross section scale has a systematic error which is dominated by the 4% 
uncertainty in the np scattering cross section. The data at the very forward angles cover up 
to a few Me V of excitation energy only. The region covered is, however, wide enough to 
allow us to study the ground state transition. This can be verified by comparing with the 
data obtained from the carbon foil, which were analysed in parallel, because the Q-values 
are very similar. The carbon cross section data are in good agreement with our previously 
published data [19]. The ground state cross sections for 9Be(n,p) were determined by two 
different approaches; by an absolute determination using np scattering as cross section 
reference, and by a relative comparison with the 12C(n,p) ground state transition, using 
cross sections from Ref. [19]. The two methods agree well with each other. 

4. Data analysis 

The experimental data obtained in this work are expected to correspond to a mixture 
of transitions of different multipolarities to states of different degrees of collectivity and 
possibly, due to the nature of inclusive proton measurements, contributions from other 
reaction channels with (at least) one proton in the exit channel. In contrast to the studies 
of medium-weight and heavy nuclei [20-22], multistep contributions are expected to 
be negligible for light nuclei, because of the much lower level densities. That this is 
indeed the case has been verified by a calculation using a computer code by Bonetti and 
Chiesa [23,24], based on the Feshbach-Kerman-Koonin theory for statistical multistep 
direct reactions [25]. 

To extract the contribution from GT strength, as well as from other multipolarities, the 
energy distribution at each angular bin of 1 ° was fitted with a number of gaussian peaks, 
located where some structure is visible. The angular distribution of the gaussian peaks 
were subsequently compared with those obtained from distorted-wave Born approximation 
(DWBA) calculations, using wave functions from shell-model calculations for light nuclei. 
At higher excitation energies, the measured energy spectra were compared directly, i.e., 
without peak fitting, with spectra generated from the shell-model and DWBA calculations. 

In the following subsections, the different steps of the analysis are described in some 
detail. The results are discussed and compared with theoretical studies. 

4.1. Peak.fitting 

To extract information on the various structures seen in the spectra, the data were 
decomposed into gaussian peaks, each representing a known level or resonance in the 
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Fig. 3. Experimental double differential cross sections of the 12C(n,p)12B reaction (this work; left), 
and the 9Be(n,p)9Li reaction (right) at En = 96 MeV, projected into energy spectra with angular 
bins of 1 °. Solid lines represent the gaussian peaks used to fit the data. In the case of 12c also 
a phase-space continuum was introduced in the analysis. The sum of the curves is shown as a solid 
line close to the data points. 
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Table 1 
Parameters of the gaussian peaks used to fit the carbon spectra in Fig. 3 

Ex (MeV) ra (MeV) 

0 2.7 
4.5 2.7 
7.8 3.7 

12.0 4.7 

a Including the experimental resolution. 

b Excluding the experimental resolution. 

rb (MeV) 

0 
0 
2.6 
3.9 

residual nucleus. The width of the gaussians reflect the experimental energy resolution 
in combination with the intrinsic width of the level. The carbon data were processed first, 
since a comparison of this reaction with the more detailed study in our previous work [19] 
can be made, and thus serve as a confidence check. Furthermore, the experimental 
resolution can be obtained from this reaction, since the ground state is well isolated from 
excited states. With guidance from the carbon data, the beryllium data can be treated in an 
analogous way. 

The carbon data at 0° -2° only extend up to the first few Me V, due to the limited 
momentum acceptance of our present setup (see Section 2). In this region, only the ground 
state peak is observed. At larger scattering angles, three peaking structures are clearly seen 
in the experimental data (Fig. 3; left panel). The first of these is associated with the 1 + 
ground state, in combination with the first excited 2+ state at Ex= 0.95 MeV, which could 
not be resolved from the ground state. The second peak is assigned mainly to the 2- and 
4- states at Ex= 4.46 and 4.52 MeV, respectively. The third structure at about 8 MeV is 
interpreted as the sum of the 1- isovector dipole (IVD; S = 0) and spin-isovector dipole 
(SIVD; S = 1) giant resonances, which from systematics are expected at this energy. In 
addition, a fourth gaussian was placed at Ex = 12 MeV, just to get a similar analysis as 
in Ref. [19]. To this end, also the 3-body break-up phase-space background used in that 
work was subtracted from the data before the fitting procedure. The parameters of the four 
gaussians are given in Table 1. 

For each 1 ° angular bin, the strength of the four gaussians were fitted to the experimental 
energy spectra up to the maximum excitation energy. The result for a sample of the data is 
shown in Fig. 3 (left panel), where the gaussians are represented by solid lines. The sum 
of all the contributions (including the 3-body break-up phase-space) is shown as the solid 
line close to the experimental data points. As can be seen, the data are well described by 
the fitted curves up to the maximum excitation energy. 

The angular distributions of the first two peaks are shown as filled circles in Fig. 4. As 
can be seen, the present results resemble well the data of Olsson et al. [19], shown as open 
circles in the same figure, although the present data have poorer statistics. 

For the beryllium data, three gaussians were fitted at low excitation energy (see Fig. 3; 
right panel). The first one corresponds to the transition from the J'lr = ~-; T = ½ ground 
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Fig. 4. Angular distributions for the first two gaussian peaks of the carbon data shown in Fig. 3 (filled 
circles) compared to the data at En= 98 MeV from Olsson et al. [19] (open circles). 

Table 2 
Parameters of the gaussian peaks used to fit the beryllium spectra in 
Fig. 3 

Ex (MeV) 

0 
2.7 
7.1 

ra (MeV) 

2.7 
2.7 
4.3 

a Including the experimental resolution. 

b Excluding the experimental resolution. 

I'b (MeV) 

0 
0 
3.3 

state of 9Be to the pr = i -; T = i ground state of 9Li. The second one is identified 
as the transition to the pr = ½ - excited state at Ex = 2.69 Me V, which is probably 
the isobaric analogue of the Ex = 16.98 MeV state in 9Be [26) (see Fig. la). A third 
gaussian is introduced to represent the steep rise of a possible dipole resonance at about 
Ex= 7-8 MeV. The parameters of the gaussians are given in Table 2. 

The strength of the three gaussians were fitted to the experimental data up to Ex = 4 
Me V for the 0° -2° region and up to 8 Me V for 0 > 2°. The result for a sample of the 
data is shown in Fig. 3 (right panel). The gaussians are again shown as solid lines, while 
the sum of all contributions is represented by the solid line close to the experimental data 
points. Since the fitting was terminated already at Ex= 8 MeV, and the main interest in 
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Fig. 5. Angular distributions for the first two gaussian peaks of the beryllium data shown in Fig. 3 
(filled circles). Also included are the curves from DWBA calculations using OBDME's based on 

shell-model calculations and represent: GT (dashed) and 2+ (dash-dotted). The upper solid curve 
represents the sum of both contributions. The normalization for the different transitions is discussed 
in the text. 

the present work is restricted to the ground-state transition, we found no reason to involve 

a subtraction of a phase-space continuum. As can be seen, the data are well described by 

the fitted curves up to about Ex= 8 MeV. 

The angular distributions for the two peaks obtained in the fitting are shown as filled 

circles in Fig. 5. The error bars are the statistical errors combined with the uncertainties in 

the peak decomposition. We note that the distributions are similar in shape, i.e., both peaks 

show rather flat angular distributions. 

The cross sections for these two transitions are, to our knowledge, the weakest 

ever measured in an (n,p) reaction experiment. Therefore, a possible contamination of 

background arising from np scattering in the MWPC foils could, in principle, severely 

distort the analysis of the ground state, which is of main interest here. Such a contamination 

would occur at large angles ( > 20°), but should be separated by kinematics at small angles. 

This effect can be checked by displaying the small-angle double differential spectra down 

to, e.g., Ex = -10 Me V. For such a contamination one would expect non-zero cross section 

in the excitation-energy region below the ground state, separated by the Q-value difference 

and the kinematics. As can be seen in Fig. 3, this contamination is negligible for both data 

sets in the energy region of interest. 
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4.2. DWBA calculations 

Angular distributions were calculated in the framework of the distorted-wave Born 
approximation (DWBA), using a model of 1 p - lh excitations. The reaction calculations 
were performed using the code DW81 [27], where contributions from the different particle­
hole configurations are added coherently. The effective nucleon-nucleon (NN) force was 
represented by the energy- and density-dependent G-matrix at 100 Me V of Nakayama and 
Love [28]. This interaction is built on the Bonn potential [29], and takes nuclear medium 
effects into account. 

The distorted waves were determined with the optical model. Parameters for both the 
9Be + n and 9Li + p potentials were obtained from a systematic parametrization by 
Koning [30]. 

The single-particle wave functions used to calculate one-body density-matrix elements 
(OBDME) were obtained from Oliw and lliw shell-model calculations for the positive­
and negative-parity transitions, respectively, using the computer code OXBASH [31]. 
The positive-parity transitions were derived from the CK(POT) interaction [32] in the p 
model-space, while the negative-parity ones were derived from the Millener-Kurath (MK) 
interaction [33] in the sp-2sd model-space. The mass 9 nuclei were described by simple 
harmonic-oscillator radial wave functions, calculated with an oscillator constant of ho = 
1.44 fm. 

The ground state transition connects a i - initial to a i - final state and corresponds to 
spin transfers of pr = o+, 1 +, 2+, and 3+. The pr = o+ transition gives by far the smallest 
contribution, roughly four orders of magnitude smaller than the other J values. The GT 
transition (J:rr = 1 +) dominates at small angles, while 1:rr = 2+ and 3+ dominate further 
out. A least squares fitting of the calculated angular distributions to the experimental data 
was performed, as is shown in Fig. 5 (left panel). From the fitting procedure, it was found 
to be sufficient to include the GT (dashed line) and 1:rr = 2+ (dot-dashed line) transitions 
to account for the data. The F' = 2+ and 1:rr = 3+ distributions are very similar, and 
cannot be distinguished by such a fit. The GT transition had to be multiplied by 0.18, while 
a factor of 1.6 was used for the 2+ transition. The sum of the two contributions, shown as 
a solid line, describes the data points well. 

The 2. 7 Me V excited state is the result of a transition from a i - initial state to a ½ -
final state, which means that only 1 + and 2+ transitions come into play. The shell-model 
calculation gives no state close to this excitation energy, and thus we have used the same 
1 + and 2+ angular distributions as were used for the ground state. The result is shown in 
Fig. 5 (right panel), where it can be seen that the sum (solid line) of the 1+ (dashed line) 
and 2+ (dot-dashed line) contributions describes the data well. The factors needed to fit the 
data were 0.11 (1 +) and 1.01 (2+), respectively. 

The negative-parity transitions are expected to be of dipole character, and have pr = o-, 
1-, and 2-. Major contributions are expected from 1- and 2- transitions, while the a­
transitions should be weak. The OXBASH calculation shows broad concentrations of 1-
strength around Ex= 12 MeV and 2- strength at about Ex= 7-8 MeV. A similar trend, 
although at lower excitation energy and with smaller separation, was found in the previous 
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work on 12C(n,p) [19]. The steep rise seen in the spectrum above~ 5 MeV (see Fig. 3; 

right panel), simulated in the decomposition by introducing the third gaussian, is identified 

as the concentration of 2- strength found in the calculation. 

To compare the shell-model calculations for the broad dipole states with the experimen­

tal data, we have made an attempt to bring the analysis one step further by calculating 

the full spectrum response. Thus, we have performed DWBA calculations for all the shell­

model states resulting from the OXBASH calculation (including the 1 + and 2+ transitions). 

Excitation energy spectra for each angular bin were produced by adding the calculated dou­

ble differential cross sections from each state, and folding with the experimental resolution 

of 2.7 MeV. It was found that the absolute magnitude of the dipole states is overpredicted 

by the model (about a factor of 3-5), and that the 1- strength seems to appear at too low 

energy. It is, however, not uncommon that shell model calculations on a limited base falls 

short of reproducing the full degree of collectivity. As a result, the excitation energy and 

the absolute values of the cross sections might not be very well reproduced, although the 

shape makes sense. We have therefore taken ourselves the liberty to translate the calculated 

1- strength 4 Me V upwards, which results in a much improved description of the data. 

In Fig. 6, we present the result for a few selected angles, after reduction of the calculated 

strengths to fit the experimental data at small angles. The reduction factors for the positive­

parity states were kept the same as for the ground state, while factors of 0.18 and 0.32 

were needed for the 1- and 2- distributions, respectively. As can be seen, the shape is well 

described over the experimental excitation energy range. The magnitude of the calculated 

spectra reproduces the experimental data reasonably well from 0° up to about 16°, while 

the data are overestimated at larger angles. 

4.3. Garnow-Teller unit cross section 

The proportionality between the 0° (p,n) cross section and the corresponding GT fJ 
decay transition strength, BoT, has been discussed in detail by Taddeucci et al. [l], and 

this proportionality should be equally valid for (n,p) reactions [3]. Thus, the 9Be(n,p)9Li 

reaction, where the 9Li residual nucleus is left in its ~- ground state, is governed by the 

same matrix element as the inverse GT {J- decay. The cross section of the (n,p) reaction 

can therefore be directly related to the fJ decay strength. A factorised relation has been 

determined [1,34] for the cross section of GT transitions in charge-exchange reactions, 

valid at intermediate energies and in the limit of zero momentum transfer (q = 0) and zero 

energy loss (w = Ex - Q = 0), 

da D 2 np 
dil (q = 0, w = 0) = K (En, w = 0)N (q = 0, w = 0)llar(q = 0)1 BaT• (2) 

where ND is the ratio of the distorted- to plane-wave cross sections, and lar(q = 0) is the 

volume integral of the central spin-isospin component Var of the effective NN interaction. 

K is a kinematic factor given by 

EiEf kt 
K(En, 0) = (1rn2c2)21q· (3) 
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Fig. 6. Experimental double differential cross sections of the 9Be(n,p)9Li reaction at En= 96 MeV 
projected into energy spectra with angular bins of 1 °. The dashed, dotted and dot-dashed lines 
represent the DWBA calculations for 1 + + 2+, 1- and 2- transitions, respectively. The solid line is 
the sum of these contributions. The normalization of the calculations is described in the text. 

Using the definition of the unit cross section, a, 
(4) 

the expression given in Eq. (2) can be rewritten in terms of & as 

A da np 
a= dil (0, 0)/ BGT" (5) 

The GT transition strength, BciT, is derived from the inverse f3 decay using 

( gA ) 2 Bnp = 2JJ + 1 6166, 
gy GT 2Ji + 1 ft 

(6) 
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Table3 
log ft values of the 9Li(p-)9Be p decay leading to the ground state 

Author log ft Bnp 
GT 

Nyman et al. [9] Measured 5.32 0.019 ± 0.002 
Bjornstad et al. [10] Measured 5.32 0.019 ± 0.002 
Langevin et al. [ll]a Measured 5.31 0.019 ± 0.002 

Chen et al. [12] Measured 5 12+0.01 
· -0.02 0.029 ± 0.002 

Alburger et al. [13] Measured 5.5 ±0.02 0.012 ± 0.006 
Nefkens [14] Measured 5.23 0.023 ± 0.006 

Kumar [36] Calculated 5.46 0.013 
Barker [37] Calculated 5.32 0.019 
Cohen and Kurath [32] Calculated 5.12 0.029 

a BaT taken from Ref. [38]. 

where (gA/ gv) = 1.260 ± 0.008 [1,35] and Ji(f) refers to the total angular momentum of 
the target (residual) nucleus in the (n,p) reaction. With knowledge of the log ft-value of the 

f3 decay, Bdf can be deduced. Table 3 gives such values, both theoretical and experimental, 

found in the literature. Singh et al. [ 15] have recommended a log ft -value of 5 .31 in their 

recent review, corresponding to a BoT of 0.019 ± 0.002, which we have adopted in this 

paper. 
Obtaining da(0, 0)/dQ from the experimental cross section is done by correcting for 

the q and w dependences using DWBA calculations, 

da (0 0) _ [da(0, 0)/dQ]DWBA [ da ] - , ------- -(q,w) . 
dQ [da(q, w)/dDlDwBA ds-2 exp 

(7) 

The first factor of Eq. (7) is determined using the ratio of two calculations, where the 

first one refers to a fictitious 1 + GT transition with q = w = 0, and the second one is the 

1 + ground state transition at actual q and w presented in Section 4.2. Thus, we find an 

extrapolation factor of 

[da(0, 0)/dQ]DWBA = 0.769 = 1.217_ (8) 
[da(q, w)/dQ]DWBA 0.632 

The second factor of Eq. (7) is the experimental cross section at 0°. First, this is 

determined directly from the data, assuming all cross section at this angle being due to 

the GT transition. To obtain a cross section at 0°, we use the sum of the fitted 1 + and 

2+ distributions shown as a solid line in the left panel of Fig. 5. This must, however, be 

considered as an upper limit of a, since also other multipolarities contribute to the cross 

section. We find da(0°)/dQ = 0.195 ± 0.016 mb/sr, which after correction results in 

da(0, 0)/dQ = 0.237 ± 0.019 mb/sr and, with Eq. (5), gives 

Bmax = 12.5 ± 1.7 mb/sr. (9) 

Second, we try to obtain a more realistic value of a by taking contributions from other 

multipolarities into consideration. This can be done straightforwardly by using the 1 + 
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contribution of Fig. 5 only. The cross section at 0° is 0.116 ± 0.015 mb/sr, which gives 
an extrapolated value of da(0, 0)/dQ = 0.141 ± 0.018 mb/sr. We then find a unit cross 
section 

a =7.4± l.2mb/sr, (10) 

where the error is dominated by the statistical uncertainty of the experimental data. The 
error in the extrapolation to q = w = 0 is difficult to estimate, but is expected to give an 
additional contribution of at most about 20%. 

BGT can also be determined from the matrix elements of the OXBASH calculation. Since 
these matrix elements are used to calculate the cross section in DWBA, there is a direct 
link between strength and unit cross section. The calculated BGT is about a factor of five 
higher than the value found from experimental f3 decay studies. By scaling the calculation 
to BGT = 0.019, and extrapolating to q = cu = 0, we find an intrinsic unit cross section of 
a= 8.4 mb/sr. This value agrees well, within the uncertainties, with the experimental one. 

By using Eq. (4) and the experimentally determined a value, it is possible to estimate 
the volume integral, lar:(q = 0). The distortion factor ND, calculated as the ratio of the 
DWBA to PWBA cross sections, was found to be 0.567. Thus, we get 

llur:(q = 0)1 = 154 ± 25 MeVfm3 • (11) 

This is slightly lower, but within errors, compared to the value of 180 ± 9 Me V fm3 found 
in previous work [19,28]. It should be noted, however, that the distortion factor is sensitive 
to the choice of optical potential parameters through the DWBA cross section, and the 
determination of lar is consequently also sensitive to these parameters. In contrast, the 
determination of a is performed using a ratio of two distorted-wave cross sections, and is 
thus less sensitive to the particular optical model used. 

5. Discussion 

It has been found from the 9Be(p,n)9B experiment [16], which was carried out at a 
beam energy of 135 Me V, that the GT unit cross section for the ground state transition is 
a= 11.0 ± 1.6 mb/sr. This value was obtained, following the work ofMikolas et al. [38], 
by assuming that; (i) the cross section at 0° is directly proportional to BGT, (ii) the BGT 

value for the ground state transition is 0.620, and (iii) 17% of the cross section is due to 
the Fermi component [16]. The extracted value is considerably higher than the one of the 
present work, but lower than the maximum value allowed by the experimental data, if all 
strength is considered as GT. 

At Ex= 14.6 MeV in 9B, two states have been identified; one is a sharp state, the other is 
0.6 Me V wide. The latter, with a cross section peaking at 0°, is assumed to be a member of 
the T = ~ multiplet in the mass A = 9 system, and hence the isospin mirror reaction of the 
9Be(n,p )9Lig.s. reaction. Cross sections were given at four different momentum transfers, 
as is shown in Fig. 7 (open circles). The absolute magnitude is in fair agreement with 
our data, while the slope seems to be steeper. The reduced x2 with respect to the trend 
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Fig. 7. Cross sections for the ground state transition of the 9Be(n,p )9Li reaction as a function of 
momentum transfer, q. The solid line is the sum of the DWBA calculation for the 1 + and 2+ 
transitions shown in Fig. 5. Also included are data from the 14.6 MeV T =~state of the 9Be(p,n)9B 
reaction [16]. 

through our data (solid line) is about 2. We conclude that the (p,n) data, within the errors, 

are consistent with the present (n,p) data. 
Recently, an analogue to the (n,p) charge-exchange reaction, using the (t,3He) reaction, 

has been performed at NSCL using a 127 MeV / A triton beam [39]. A measured 0° cross 

section of 0.27 ± 0.07 mb/sr was found for the 9Be(t,3He)9Li reaction. This cross section 
is slightly larger than the (n,p) cross section at the same momentum transfer. This should, 

however, not be overinterpreted, because of the different distortions in the (n,p) and (t,3He) 

reactions. Since there is only one datum point with a fairly high momentum transfer (q = 
0.156 fm- 1), an extrapolation to q = 0 has not been carried out and, consequently, a GT 

unit cross section determination has not been attempted. 
As was pointed out in the introduction, the Garnow-Teller unit cross section, determined 

from the (p,n) reaction, is significantly larger for a few light nuclei than a smooth trend 

through the data would indicate. The best example of this is the A = 13 system (see 

Fig. lb). The first data on the Bc(p,n) reaction [40] showed consistent unit cross sections 

for the transitions to the 13N ground state (T =½)and to the T =!state at Ex= 15.1 MeV, 
i.e., the isobaric analogue of the BB and Bo ground states. For the latter transition, no 

direct /J decay data exist, but the BaT for the isospin (mirror) decays of Bo and BB -

which are almost identical - were used for the unit cross section determination. 
The first measurement of the Bc(n,p) transition to the BB ground state implied a 
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significantly different unit cross section than for its isospin analogue [7]. This motivated 
a new measurement of the 13C(p,n) reaction [8], which resulted in a unit cross section 
for a transition to the T = ! state consistent with that to its isospin mirror, i.e., the 
13C(n,p) 13Bg.s. reaction, but instead the ground state (T = ½) transition deviates from the 
T = ! results. 

In the present work, a similar investigation on the A = 9 system is reported. As can be 
seen in Fig. la, the level diagram looks very similar, but there are a few complications 
when comparing with the A = 13 system. First, the 9Be(p,n) data are of good quality only 
for the ground state transition, while the cross sections for the transition to the T = ~ 
state have large uncertainties. Thus, a direct verification that the (p,n) and (n,p) transitions 
to the same isospin multiplet agree cannot be done with good precision. Instead, we can 
only conclude from Fig. 7 that the (p,n) data are compatible with the (n,p) data, within the 
(large) errors. For the same reason, a good comparison of the (p,n) transitions to T = ~ 
and T = ½ cannot be done, but instead we have had to compare the (p,n) ground state 
transition with the (n,p) transition to the T = ! multiplet. A second complication is that 
the 9B ground state is particle unstable, and breaks up to a proton and two alpha particles. 
Thus, its f3 decay strength to the 9Be ground state is experimentally unknown, but has to 
be determined theoretically (see, e.g., Ref. [38]). 

The result of this comparison is that the unit cross section derived from the (n,p) reaction 
is smaller than that from the (p,n) reaction. Both of them, however, follow the trend 
indicated by even nuclei of the respective reaction (see Fig. 8). 

It is notable that for both the A = 9 and A = 13 systems, the T = ½ ➔ T = ½ ground 
state transitions show evidence of Garnow-Teller unit cross sections about 30% stronger 
than for the T = ½ ➔ T = ~ transitions. In both cases are the T = ½ ➔ T = ~ transitions 
in (p,n) and (n,p) in agreement within their uncertainties. The A= 9 and A= 13 systems 
represent the only odd-mass cases where complete information is available. It would be 
very interesting to find out whether this picture is general for odd-mass nuclei. 

An extensive study of the GT unit cross section from the (p,n) reaction on several nuclei 
as a function of mass has been conducted by Taddeucci et al. [1]. It is found from that 
study that the measured values of 8- on odd nuclei are systematically larger than those of 
even nuclei. Extrapolation to masses where the GT unit cross section is not experimentally 
known can be established. This extrapolation, together with a reliable calculation of the 
corresponding cross section at q = w = 0, may be used to determine the f3 decay strength 
between states that are not energetically accessible for f3 decay [3]. Fig. 8a shows the 
systematic study of 8- versus A 113 from the (p,n) reaction. Only statistical uncertainties 
are displayed. The systematic errors are more difficult to quantify; in some cases no 
systematic error is given. In the present experiment, the systematic error is estimated to be 
at most 20 %. It seems likely that the other data displayed in Fig. 8 have similar systematic 
uncertainties. 

Due to the lack of experimental data, a systematic study of 8- from the (n,p) reaction has 
not, until recently, been performed. Alford and Spicer [3] have made a review on nucleon 
charge-exchange reactions at intermediate energies and found that for the strong GT 
transitions in 6Li, 12C, and 13C, the unit cross sections for (n,p) and (p,n) agree within the 
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Fig. 8. Experimental GT unit cross sections: (a) from the (p,n) reaction, and (b) from the (n,p) 
reaction. Solid circles depict even nuclei and open circles odd nuclei. The dashed lines in both panels 
are the parameterizations ofTaddeucci et al. [l]. The uncertainties given are statistical only. 

experimental uncertainties. The measurement of 64Ni(n,p )64Co, which has no direct (p,n) 
counterpart, is also in reasonable agreement with r~sults of (p,n) measurements in the mass 
region A = 60. Sorensen et al., have made a systematic study of the energy dependence of 
8- of the same three nuclei as above [7], showing that it stays constant above 100 MeV, 
whilst it has a tendency of being smaller below 100 Me V for the carbon isotopes. In 
Fig. 8b, we present an extension of the experimental results, including 23Na(n,p )23Ne [ 41 ], 
31P(n,p)31 Si [42], and 9Be(n,p)9Li. 

Extending the systematics to lower masses makes the picture look slightly different. 
There are recent data on the 1 H(n,p) reaction at the same energy as the present work, i.e., 
96 MeV [43], and at 162 MeV [44]. In addition, there are data on the 1H(d,2He)n reaction 
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Fig. 9. Experimental GT unit cross sections from the (n,p) reaction, scaled to a c.m. energy of 
100 Me V. Solid circles depict even nuclei and open circles odd nuclei. The dashed line is the 
parameterization ofTaddeucci et al. [l]. 

at 200 MeV, i.e., 100 MeV per nucleon [45], which can be used to extract a 2He(n,p) cross 
section by reversing the kinematics and taking spin factors into account. Finally, there are 
data on the 3He(n,p)3H [6] reaction at a much higher incident energy, En= 288 MeV. 
We have used the scaling of the unit cross sections suggested by Ling et al. [46], i.e., & 
varies as 10°-0008£, to scale all measurements to 100 Me V c.m. energy for comparison. 
For 1 H(n,p ), the 162 Me V data were used because they are closer to 100 Me V c.m. energy 
(i.e., 200 Me V lab energy) than the 96 Me V data. The result is displayed in Fig. 9, where it 
can be seen that the unit cross section is significantly smaller for low masses. Why this is 
the case remains to be explained. It should be pointed out though that the distortion effects 
could be significantly different for different nuclear masses. 

We want to point out that an extraction of the GT transition strength from experimental 
small-angle data is not straight forward if also other multipole transitions are present. This 
is most often the case for odd nuclei, which by necessity have pr #- o+ for the ground 
state. A careful calculation of the contribution from various transitions has to be perlormed 
in such cases. Furthermore, the experimental data have to cover a reasonable fraction of 
the angular distribution, to facilitate a decomposition into the different spin transfers and, 
specifically, to extract the GT part of the cross section close to 0°. We have shown in the 
present work that interpreting all cross section at 0° as being due to GT strength could 
lead to an overestimation of the unit cross section by 40%. One could speculate if such 
problems play a role for the discrepancies found between GT unit cross sections for even 
and odd nuclei. In addition, various choices of parameters used in the calculations might 
be an important factor for the discrepancies. A revision of all determined GT unit cross 
sections in a consistent manner might therefore be valuable. 
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6. Summary and conclusions 

We have measured the double differential cross sections for the 9Be(n,p )9Li reaction, 

using a magnetic spectrometer with position-sensitive detectors for the determination of 

the proton energy and emission angle. The data cover excitation energy and angular ranges 

of up to 20 MeV and 0°-27°, respectively. As a consistency check, the 12C(n,p)12B 

reaction was also studied in the same angular and excitation-energy range. The data 

were normalised with respect to the backward-angle np scattering cross section and the 

previously published carbon data. A few gaussian peaks at known excitation energies were 

fitted to the experimental double differential cross section data. The angular distributions 

for the ground state and the first excited state were compared with results from DWBA 

calculations, using matrix elements from a shell-model calculation. At higher excitation 

energy, the experimental energy spectra were compared with calculated spectra for 

negative-parity transitions within the s p-2sd shells. 
The importance of a careful decomposition into various multipolarities has been shown, 

and it is speculated if this could be part of the explanation of the discrepancies found 

between unit cross sections for odd and even nuclei. 
Using the unit cross section, we have estimated the volume integral of the spin-isospin 

part of the central NN interaction. A value of la-c = 154 ± 25 Me V fm3 was obtained. 

The data for the ground state were used to determine a GT unit cross section of a = 
7.4 ± 1.2 mb/sr. This is in good agreement with the intrinsic value obtained from the 

calculations, but is considerably lower than that estimated from the 9Be(p,n)9Li ground 

state reaction (8- = 11.0 ± 1.6 mb/sr). Thus, it seems as the T = ½ ➔ T = ~ transitions 

are about 30% weaker than the T = ½ ➔ T = ½ (ground-state) transition. This resembles 

the situation of the A = 13 system, where the T = ½ ➔ T = ~ transition has a unit cross 

section of around 10-11 mb/sr, whilst the T = ½ ➔ T = ½ (ground-state) transition has 

8- = 14.4 ± 1.2 mb/sr, i.e., also here the former is about 30% weaker. The puzzle which 

motivated the present work seems therefore to remain. 
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Double-differential cross sections of the 10, 11 B(n, p )10• 11 Be reactions have been measured at 
96 MeV in the angular range 0°-30° for excitation energies up to 35 MeV. The spectra have been 

decomposed into different multipolarities using sample angular distributions calculated within the 
distorted-wave Born approximation. From the identified Garnow-Teller strength, SfJ+ values were 

obtained for 10B and 11 B. At higher excitation energies, the spectra are dominated by L = I strength 
in broad distributions with maxima around 22 and 12 MeV in 10B and 11 B, respectively.© 2000 

Elsevier Science B. V. All rights reserved. 
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1. Introduction 

Charge-exchange reactions have proven to be extremely valuable in the study of nuclear 

structure and, in particular, for investigations of the isovector components of nucleon­

nucleus interactions. Most of the effort has been spent on studies of the Garnow-Teller 

(GT) resonance, which was in fact discovered in a (p, n) experiment at 45 Me V [I]. The GT 

resonance originates from 11L = 0 transitions within a major shell (0/iw), induced by the 
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ur operator, with change of both isospin and spin (l:!:,.T = 1, !:!:,.S = 1), which corresponds 

to the analogous ,B-decay. It has been shown [2,3] that the cross section at zero momentum 

transfer and zero energy loss is closely related to the ,B-decay strength and the volume 

integral of the central spin-isospin part of the nucleon-nucleon (N-N) interaction. 

Up to now rather little information has been collected on spin-flip strengths other 

than the GT resonance, e.g., on spin-dipole transitions. Recent progress in shell-model 

calculations [4-6] and G-matrix representations of the N-N force [7,8] for use in 

distorted-wave Born approximation (DWBA) calculations, has resulted in powerful tools 

to distinguish the transition strengths of different multi polarities. 

The Uppsala neutron beam facility has been used in extensive measurements of the 

(n,p) reaction at about 100 MeV on a series of nuclei, i.e., 9Be [9], 12C [10], 54,56Fe [1 l], 
90zr [12] and 208Pb [13], and, in addition, to study free n-p scattering, i.e., 1H(n,p) [14-

17]. The wealth of spectroscopic information that could be extracted from the data on 9Be 

and 12C has inspired to continued studies of p-shell nuclei. In this paper, we report the 

results of an extensive investigation of the (n, p) reaction on 10B and 11 B, covering a wide 

range both in excitation energy and scattering angle, with good statistics. 

In both the 10B(n, p)10Be and 11 B(n, p) 11 Be reactions, particular features of the nuclei 

involved might play a role. Only five stable odd-odd nuclei exist in nature, with 2H, 6Li 

and 10B being the lightest ones. 10B has its unpaired nucleons in the P3/2 orbital and a 

ground-state spin and parity of 3+, and is thereby the only known stable nucleus which 

has a spin-stretched ground state. The (n, p) transition to the o+ ground state of 10Be has 

been suggested as a good place to study tensor force effects in the nuclear interaction. An 

experiment dedicated to this aspect has recently been performed at Los Alamos [18]. 

The 11 Be nucleus is the most studied one-neutron halo nucleus. Since the discovery 

of neutron halos in light nuclei with small neutron separation energies [19], a wealth of 

experimental techniques have been used to study the structure of these very neutron-rich 

nuclei. See, e.g., Ref. [20] for a review. 

For Garnow-Teller transitions in nuclei, a simple and model independent sum rule can 

be derived for the difference in strength in the (p, n) and (n, p) reactions on the same target 

nucleus. This is the Ikeda sum rule, given by (summed over all states) 

(1) 

For a derivation, see, e.g., Ref. [21]. It has been known for a long time that the Ikeda sum 

rule is exhausted to 50-70% in nuclei heavier than A ~ 90, whilst the observed strength 

for lighter nuclei is in better accordance with the sum rule, typically 70-100% [22]. The 

question of the missing GT strength has been given profound attention, both experimentally 

and theoretically. Since (p,n) data exist for both 10B and 11 B, the corresponding (n, p) data 

could provide two more test cases. 
In this paper we present double-differential cross sections for the 10, 11 B(n, p )10, 11 Be 

reactions at 96 Me V. The experimental apparatus and procedure are described in Section 2, 

while the data reduction and the experimental results are presented in Section 3. Section 4 

is devoted to analysis of the experimental proton spectra in terms of different multipole 



S0375-9474(00)00374-2/FLA AID:5622 Vol.00(0) 
ELSEV2s 2000/08/03 Prn:4/09/2000; 10:29 
Doctopic: Nuclear Structure and Dynamics 

NPA5622 

A. Ringham et al. I Nuclear Physics A 00 (2000) 1-20 

P.3(1-20) 
by:EL p. 3 

3 

contributions, which were obtained by a decomposition using calculated sample angular 

distributions. A summary and the conclusions are given in Section 5. 

2. Experimental apparatus and procedure 

The experiment presented in this paper was carried out at the (n, p) facility of The 

Svedberg Laboratory in Uppsala, Sweden. The equipment has been described in detail 

in a previous publication [23] and only a brief summary will be given here. 

The layout of the experiment is shown in Fig. 1. Protons from the cyclotron impinged 

on the neutron production target from the left in the figure. The 96.3 ± 0.5 Me V neutrons 

were produced by the 7Li(p, n)7Be reaction, using a 200 mg/cm2 thick disc of lithium, 

enriched to 99.98% in 7Li. After the target the proton beam was deflected into a well­

shielded beam dump. A narrow neutron beam in the forward direction was defined by a 

system of three collimators. The vacuum system was terminated with a 1 mm aluminium 
window after the first collimator. Charged particles produced in this window and along the 

collimator channel were deflected by a clearing magnet. The diameter of the neutron beam 

was about 7 cm at the (n, p) target position, 8 m from the neutron production target. With 

a 5.0 µA proton beam incident on a 200 mg/cm2 thick 7Li target, the neutron yield was 

about 1.0 x 106 s-1 within the solid angle defined by the collimators. The charged-particle 
contamination of the beam was about 10-5. 

To improve the (n, p) reaction rate without impairing the energy resolution, a sandwiched 

multitarget system was used. It consisted of a stack of thin (n,p) target foils interspaced 

0 

PROTON 
DEFLECTING 

MAGNETS 

2 3 

The TSL Neutron Beam Facility 

4 5m PROTON 
BEAM DUMP 

Fig. 1. The Uppsala (n, p) facility. 
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by multiwire proportional chambers (MWPC). In this way it was possible to determine in 
which foil the reaction occurred, so that corrections for the energy loss in the subsequent 
targets could be applied. The efficiency per chamber plane was in general above 99%. The 
first two MWPCs provided veto signals for rejection of charged particles contaminating 
the neutron beam. 

For this experiment, a technique to produce very pure isotopically enriched boron targets 
was developed. Previously, targets for this kind of experiments have been manufactured 
by dissolving small amounts of styrene or carbowax into boron powder, which has 
subsequently been pressed to discs. These techniques have the disadvantage that they 
introduce hydrogen contaminations into the targets, which is a complication, because the 
1 H(n, p) cross section is an order of magnitude larger than any other cross section in the 
interesting region of the present experiment. 

Our method has been described in a separate paper (24], and only a summary is given 
here. Isotopically enriched (more than 99%) 10B and 11 B powder was mixed with water 
to a mud, which was dried on a polypropylene foil, serving as a backing. A second 
polypropylene layer was mounted to seal the boron target. The hydrogen contamination 
from these backing foils was about a factor three less than that obtained using the previous 
techniques, and it was corrected for by background measurements. 

Two targets of 10B were mounted in the first two positions of the multitarget box. The 
thicknesses of the discs were 226 and 287 mg/ cm2. In the following positions three 11 B 
targets with thicknesses of 243, 248 and 290 mg/cm2, respectively, were mounted. In 
addition, a 102 mg/ cm2 CH2 reference foil was placed in the last target position. This foil 
was used to normalize the 1 o, 11 B(n, p) cross sections to that of n-p scattering. To determine 
the instrumental background, spectra were recorded at all experimental settings with only 
polypropylene and CH2 foils mounted in the multitarget box. 

However, some targets deteriorated during the experiment, resulting in a gradual 
thickness increase at the lower parts of the targets. This was corrected for by analyzing 
small areas of each target separately. The reliability of this routine could be inspected 
by comparisons with a target that stayed intact during the entire run. The worsening of the 
resolution for part of the data could not be compensated though, resulting in a worse energy 
resolution than was obtained in the previous measurement of the 12C(n, p) reaction [ 1 O]. 

Furthermore, the deterioration of the targets caused an additional error in the corrections 
for energy loss in the downstream targets. This resulted in an uncertainty of the excitation 
energy scale of about ± 1 Me V for the 10B(n, p) data. The uncertainty for II B is smaller, 
since these targets were located downstream the 10B targets. 

The momentum determination of the charged particles emitted from the reaction target 
was performed with a spectrometer consisting of a dipole magnet and four drift chambers, 
two in front of and two behind the magnet. The scattering angle was determined by the 
trajectory through the first two drift chambers. The detection efficiency of a single drift­
chamber plane was about 98%. To reduce the multiple scattering of charged particles in air, 
the space between the first two drift chambers and the volume in the pole gap were filled 
with helium gas. 
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The data were taken with the spectrometer magnet at two different positions, covering 

the scattering angular ranges 0°-15° and 15°-30°, respectively. In the first position, 

magnetic fields of 0.8 and 1.0 T were used for the angular ranges 0°-8° and 8°-15°, 

respectively. A magnetic field of 0.7 T was used to cover the angular range 15°-30°. The 

energy resolution (FWHM) was about 3.5 MeV in the angular range 0°-15° and 4.5 MeV 

for the larger angles. 
A trigger signal for the data acquisition system was generated by a triple coincidence 

between two large plastic scintillators, located behind the last drift chamber, and a thin 

scintillator, positioned immediately after the multitarget box. The neutron time-of-flight 

(TOP) was measured using pulses from the thin scintillator and the cyclotron RF as 

start and stop signals, respectively. This information was used to reject events from low­

energy neutrons in the tail of the neutron spectrum. Together with information on the 

particle momentum, the pulse heights from the two large scintillators were used for particle 

identification, enabling separation of protons from other charged particles. 

The data acquisition system consisted of a VME-bus configuration in conjunction with 

CAMAC and NIM electronic modules. For each event, the time information from the drift 

chambers and the MWPCs of the multitarget box, together with the linear signals from the 

scintillators and the neutron TOP, were stored on magnetic tape. 

3. Data reduction and experimental results 

The data were analyzed off line on an event-by-event basis. The accepted boron events 

were stored as relative double-differential cross sections in matrices with angular and 

energy bin widths of 1 ° and 0.5 MeV, respectively. 
The background spectra, dominated by n-p scattering in the MWPC foils, were treated 

in a similar way. The resolution of the background spectra was about 30% better than for 

the 10, 11 B(n, p) data. The background was therefore folded with a gaussian distribution 

to obtain the same resolution as for the boron data, and were then subtracted after flux 

normalization. 
The data from the CH2 foil were treated in the same way as the boron data. A gaussian 

distribution was fitted to the proton peak in the energy spectrum for each angular bin. 

Differential cross sections were obtained by normalizing to n-p scattering data of a 

previous measurement [ 14]. 

Due to the finite width of the micropulses from the cyclotron (3-4 ns) the TOP rejection 

of low-energy neutrons was not complete. The remaining tail of low-energy neutrons was 

therefore subtracted from the boron spectra using an unfolding technique. The tail below 

the peak in the proton spectrum was divided into bins where the contents were compared 

to that of the total hydrogen spectrum. Scaled by this ratio, a shifted boron spectrum was 

subtracted from the full spectrum for each bin. The effect of this correction was small, 

being negligible below 10 Me V excitation energy and having its maximum at 30 Me V 

where it is about 10%. 
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Fig. 2. Experimental double-differential cross sections of the 10B(n, p) and 11 B(n, p) reactions at 

En = 96 Me V projected into energy spectra with angular bins of 1 °. The dashed line is the calculated 
breakup continuum cross section, fitted to the experimental data in the excitation energy region 
30-35 MeV. 

Acceptance corrections were determined experimentally by making narrow software 

cuts in the vertical scattering angle to allow only trajectories almost parallel to the median 

plane, i.e., unperturbed by the pole faces of the magnet. By comparing energy spectra and 

angular distributions obtained with different vertical angle cuts, the required correction 

factors could be extracted. 
Experimentally determined double-differential cross sections in the centre-of-mass 

(c.m.) system, grouped in 1 ° bins, are shown as filled circles in Fig. 2. The error bars 

represent statistical uncertainties. In addition, the cross section scale has a systematic 

uncertainty of about 10%, which is dominated by the 4% uncertainty in the n-p scattering 

cross sections, and a 5-10% uncertainty in the target thicknesses, caused by the previously 

mentioned deterioration of the targets. The data set, spanning the angular range 0° -30°, is 

for most angles complete up to about 35 Me V excitation energy (in lO, 11 Be). 

4. Data analysis and discussion 

The experimental cross section data are expected to consist of a mixture of resonances 

of different multipolarities and contributions from other reaction channels with at least 

one proton in the exit channel. In contrast to the studies of medium-weight and heavy 
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nuclei [11-13], multistep contributions are expected to be negligible because of the much 
lower level densities of these light nuclei. To extract the contribution from different 
multipolarities, a multipole decomposition was performed for each energy bin of the 
experimental data, both with and without adopting an underlying continuum, using sample 
angular distributions obtained from DWBA calculations. The underlying continuum was 
considered to originate mainly from (n, np) three-body break-up reactions. 

In this section the treatment of the underlying continuum is described, followed by 
a description of the DWBA calculations. Furthermore, the method used to decompose the 
data into different multipolarities is presented, and the obtained L = 0 and L = l strengths 

are discussed. 

4.1. Underlying continuum 

A common way to treat the underlying continuum in this kind of reactions is to perform 
a calculation of the 3-body break-up phase space [10,25-27]. Generally, the cross section 

for one reaction channel can be described as 

d2a 
dE d.Q ex. PS x I 71rl2, (2) 

where PS is the phase-space factor and 71r is the transition amplitude. The simplest 
approach is to keep I 71rl2 constant, calculate the 3-body phase space for the (n, np) channel, 
which should be the dominating one, at least at low excitation, and normalize the cross 
section curve at the highest excitation energy. One difficulty with this method is that only 
one reaction channel is taken into account. The residual nucleus could, however, also be 
left in an excited state, and, in addition, several other reaction channels with protons in the 
final state open at excitation energies around 10-15 Me V. To take this into account, we used 
the method applied in the previous 12C(n,p) work [10]. In the 10B case we calculated the 
phase-space for the ground state and all relevant low-lying excited states. By adding these, 

weighted by the spectroscopic factors determined in an (e, e'p) study [28], we believe that 
we get a fairly realistic description of the continuum. For 11 B, 60% of the cross section 
was, more or less arbitrarily, assigned to the ground-state (n, np) reaction, and the rest 
was assumed to come from other reaction channels, simulated by calculating the phase­
space for a fictitious three-body reaction with a Q-value corresponding to a threshold in 

the region Ex= 11-13 MeV. All calculations were performed assuming 171fl2 = 1. The 
phase-space curves were folded with the experimental resolution, and fitted to data in the 
region Ex= 30-35 MeV. The result is shown in Fig. 2. The shape of the calculated phase­
space distributions agrees well with data at the highest excitation energies. It should be 
pointed out that the gross features of these curves are not very sensitive to the details of the 
calculation. 

4.2. DWBA calculations 

Angular distributions were calculated in the framework of the distorted-wave Born 
approximation (DWBA), using a model of 1 p-lh excitations. As described in Ref. [ 12], 
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normalized p-h amplitudes were obtained from calculations based on normal mode 

excitations [29], which are the response to a simple tensor multipole operator acting on 
the ground state. The configuration space was restricted to (; 2/iw transitions, assuming 

ground state configurations based on s and p orbitals only. 
The reaction calculations were performed using the code DW81 [30], where contribu­

tions from the different particle-hole configurations are added coherently. The effective 

nucleon-nucleon force was represented by the energy- and density-dependent G-matrix 

at 100 MeV according to Nakayama and Love [8]. This interaction is built on the Bonn 

potential [31], and takes nuclear medium effects into account. 
The distorted waves were determined with the optical model. Parameters for the 10B + p 

potential were obtained by using data at 50 MeV [32], scaled to 96 MeV using systematics 

from 12C+p by Comfort and Karp [33]. The 11 B +p potential parameters were taken from 
Ref. [34]. Adjustments for the ingoing 1 o, 11 B + n and outgoing 1 o, 11 Be + p channels were 

applied according to the isospin dependence of the global potential of Schwandt et al. [35]. 

The single-particle wave functions for the positive-parity transitions were calculated 

in a harmonic-oscillator potential well with an oscillator constant of bo = 1.60 fm for 
10B, and bo = 1.62 fm for 11 B. The negative-parity states were calculated using a Woods­

Saxon potential with the parameters ro = 1.41 fm and a = 0.65 fm. The single-particle 

binding energies for the protons in 10Be were set to -6.59, -8.59 and -24.00 MeV for 

the P3/2, Pl/2 and Os1;2 orbits, respectively, while the corresponding energies for 11 Be 
were -11.23, -13.23 and -28.0 MeV. These values were based on binding energies 

from neighboring nuclei. The binding energies for the neutron 1 p-orbits of 10Be were 

taken from experimental data on the 9Be(d,p)10Be reaction [36], giving binding energies 

of -6.82 and -3.0 MeV for the P3/2 and Pl/2 orbits, respectively. The unbound single­

particle states were assigned a small binding energy to simplify the calculations. No bound, 

excited neutron orbits for 11 Be exist. 
Differential cross sections were calculated for several J7r transitions with L (; 3 in steps 

of 10 MeV up to 30 MeV excitation energy in the final nuclei 10Be and 11 Be. By interpolat­

ing between these distributions, cross sections could be obtained at intermediate excitation 

energies. Examples of resulting angular distributions for Ex = 0 Me V are given in Fig. 3. 

To reduce the number of degrees of freedom in the multipole decomposition, the 

calculated cross sections for the different J7r values of each multipolarity L were added 

(i.e. without renormalization of the different contributions), and these cross sections were 

used as sample angular distributions in the multipole decomposition. For L = 0 the GT 1 + 
distribution was used. Both non-spin-flip and spin-flip transitions were included, giving the 

following set of four angular distributions for the different multipolarities: Garnow-Teller 
(GT pr = 1 +), dipole (non-spin-flip 1-, spin-flip o-, 1-, and 2-), quadrupole (non-spin­
flip 2+, spin-flip 2+, and 3+) and octupole (non-spin-flip 3-, spin-flip 2-, 3-, and 4-). 

Other combinations of J7r were also tested, for instance an L = J grouping of the angular 

distributions. No significant difference in the resulting strengths could be found using this 
set of angular distributions. The 2/iw monopole transitions co+ and 1 +), are not expected 

to be excited to any extent in these light nuclei [10], and were therefore not included in the 

decomposition. 
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Fig. 3. Angular distributions from DWBA calculations, using the Nakayama-Love G-matrix, for 
L = 0, l, 2 and 3 of the 11 B(n, p) reaction at En = 96 Me V and at an excitation energy of O Me V. 
For L = 0, the different curves represent: Al= AL= AS= 0, 0/iw (solid), Al= AL= AS= 0, 
2hw (dotted), Al= AL= 0, AS= 1, 2hw (dot-dashed), For L ~ l, the different curves represent: 
l = L, AS= 0 (solid), l = L, AS= 1 (dotted); l = (L - 1), AS= 1 (dashed); l = (L + 1), 
AS= 1 (dot-dashed). The parity is odd for odd Land even for even L. 

4.3. Multipole decomposition of experimental data 

Multi pole decompositions of the 10B(n, p )10Be and 11 B(n, p )11 Be spectra up to an 

excitation energy of 30 Me V were performed, before and after subtraction of the phase­

space continuum. For each 0.5 Me V energy bin the experimental angular distributions were 

described by 

( da) _ LAL(da) 
d.Q exp - L d.Q L' 

(3) 

where L represents the different multipolarities and (da /d.Q)L denotes the calculated 

sample angular distributions, normalized to unity at the peak values. The coefficients AL 
were determined by a least squares fit to the data. These coefficients were set to zero 

whenever they became negative in the fitting. 

The results of the multipole decomposition for 10B(n, p) and 11 B(n, p) before subtraction 

of the (n, np) phase-space are shown in Fig. 4. Both nuclei show broad L = 0 distributions, 

peaking at around 6 and 3-4 Me V in 10Be and 11 Be, respectively, but with a tail ranging 

all the way up to 30 MeV. The dipole (L = 1) distribution peaks at much higher excitation 
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Fig. 4. Strength distributions for the 10, 11 B(n, p) reactions at En = 96 Me V as obtained from the 
multipole decomposition, without subtraction of the phase-space contribution. The strengths are 
shown at the angles where the angular distributions of the multipolarities have their maxima. 

energy in 10Be than in 11 Be (22 and 12 MeV, respectively). A small amount of strength 

corresponding to higher multipolarities are found in both nuclei. 
The result of the decomposition after subtraction of the underlying continuum is shown 

in Fig. 5, where - as expected - the strengths at high excitation energies are reduced. 

The strength for L ~ 2 is almost completely removed, and the excitations of these nuclei 

are almost exclusively of L = 0 and L = 1 nature. 
The quality of the fits in the multipole decomposition is illustrated in Fig. 6, showing 

experimental angular distributions for Ex = 0, 5, 10 and 20 Me V, together with the DWBA 

calculations. The contributions from the different multipolarities are shown, as well as the 

sum of the fit. As can be seen, the experimental data are generally very well fitted by the 

decomposition. 

4.4. Garnow-Teller strength 

The recorded spectra for the 11 B(n, p) 11 Be reaction can be compared with results from 

a 11 B(d,2He) measurement at Ed= 70 MeV (where 2He denotes two protons in a relative 
1 So state) performed at RCNP, Osaka, Japan [37]. It is possible that at the rather low 

energy in the ( d,2He) experiment, 35 Me V / A, multistep processes are nonnegligible. It 
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Fig. 5. Strength distributions for the 10, 11 B(n, p) reactions at En = 96 Me V as obtained from the 

multipole decomposition. The calculated 3-body phase-space contribution has been subtracted from 

the data. The strengths are shown at the angles where the angular distributions of the multipolarities 

have their maxima. 

seems likely that such processes are less important in the (n, p) reaction at 100 Me V, 

and the reaction mechanism should also be better known than in the ( d, 2He) case. The 

(d,2He) reaction, on the other hand, is very selective for spin-flip strength, and the 

analysis identified three Garnow-Teller states below 4 Me V excitation energy. The GT­

distribution observed in the present experiment is in agreement with these results, although 

the individual states cannot be resolved. 

The only 10B(n, p) 10Be measurement conducted previously [ 1 8] was, as mentioned in 

Section 1, dedicated to the study of tensor effects in the transition to the 10Be ground state, 

which are strong in a different angular range than the present experiment. Accordingly, 

the smallest angle studied was 20°, which makes a direct comparison of data difficult. 

There exist, however, data on the 10B(p, n) 10C reaction at 186 MeV, measured at IUCF 

[38,39]. In this experiment, a large GT-peak was identified at 5.5 MeV, together with two 

broader distributions, centered at around 10 and 17 Me V, respectively. According to isospin 

symmetry, the excitation energy spectra of the (p, n) and (n, p) reactions should be the same 

to first order if the projectile energies are the same. In spite of the different energies of the 

present (n,p) and the IUCF (p,n) experiments, the results for the GT transitions are in 

reasonably good agreement. 

A factorized expression has been derived [2,3] for the cross section of GT transitions 

in charge-exchange reactions, valid at intermediate energies and in the limit of zero 
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Fig. 6. Experimental double-differential cross sections of the 10, 11 B(n, p) reactions at En = 96 Me V 

projected into angular distributions with energy bins of 0.5 MeV (filled circles). Data are shown 

at excitation energies 0, 5, 10 and 20 MeV. No phase-space contribution has been subtracted. The 

curves represent the fitted angular distributions L = 0 (dashed), L = I (dotted), L = 2 (dot-dashed) 

and L = 3 (solid). The sum is drawn as a solid line close to the data points. A single solid line means 

that data can be described by L = 0 alone. 

momentum transfer q and zero energy loss (w = Ex - Qg.s.), 

do- D I 12 np 
d.Q (q =0,w=0) = K(En,w=0)N (q =0,w=0) lar:(q =0) BGT• (4) 

where ND is the ratio of the distorted-wave to plane-wave cross sections, lar(0) is 

the volume integral of the central spin-isospin component Var of the effective N-N 

interaction, and Bdf is the GT transition strength. K is a kinematic factor given by 

KE 0 _ EiEf kr 
( n, ) - (:,r/i2c2)2 ki. (5) 

The product of the first three factors in Eq. (4) is called the unit cross section, a, 
a= K(En, 0)ND(O, O)jJar(O)f, (6) 

and thus 

do- A np 
d.Q (0, 0) = o-BGT• (7) 

where do-/d.Q(0, 0) is obtained from the experimental cross section by correcting for the 

q and w dependence using DWBA calculations, 
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(8) 

This means that if BdT is known from the corresponding ,B-decay, the unit cross sections 

can be determined from the experiment. In the present cases, where the GT transitions go 

to excited states in the final nuclei, this information is not available. On the other hand, 

the unit cross section can be calculated to reasonable precision using Eq. (6), if la,(0) is 

known. This is especially true for light nuclei, where distortion effects are quite small. 

The distortion factors were calculated as the DWBA/PWBA cross section ratios, 

and were found to be 0.414 and 0.450 for 10B and 11 B, respectively. Using la,(0) = 
180 MeVfm3 [JO], one obtains a unit cross section of 7.6 mb/sr for 10B, and 8.4 mb/sr 

for 11 B. This is in accordance with systematics from experimentally determined (n, p) unit 

cross sections for other light nuclei [9,27], which all are in the region 8-9 mb/sr at this 

neutron energy. The error in the unit cross section, mainly caused by the uncertainty in the 

optical potential, was estimated to be± 10%. 
Using these unit cross sections, the Garnow-Teller strengths were determined, according 

to Eqs. (7) and (8). The result is displayed in column 4 of Table 1, for three excitation 

energy regions. The experimentally determined cross section is given in column 2, followed 

by the cross section extrapolated to q = w = 0 in column 3. All strengths were determined 

using data where the phase-space continuum was subtracted. 

If the results are compared with corresponding (p, n) data, a comparison with the 

model-independent Ikeda sum can be made. The analysis of the 10B(p, n)10C measurement 

discussed above results in a GT strength of s13- = 1.9 ± 0.2 sum rule units up to 20 MeV 

of excitation [38]. We then get s13- -S13+ = (1.9±0.2)-(1.74±0.18) = 0.2±0.3, which 

is compatible with the Ikeda sum rule strength of 0. 
The ll B(p, n) 11 C reaction has been studied by Taddeucci et al. [ 40] in the energy 

range 160-795 MeV. An experimental strength of S13- = 2.56 ± 0.07 up to an excitation 

Table 1 
Zero-degree cross sections and Garnow-Teller strength ( column 4) in three excitation energy regions, 
for the 10, 11B(n,p) reactions at 96 MeV. Column 2 gives the L = 0 cross section and column 3 the 
cross section extrapolated to q = w = 0. The unit-cross sections(&) used in the calculations are also 
given 

Ex-range (MeV) (da-J dD)exp (mb/sr) (da/ d.Q) (mb/sr) 
atq=w=0 

10B(n,p) (a= 7.6 mb/sr) 
7.18±0.03 7.89±0.03 

11.23±0.05 13.22±0.06 
12.22±0.10 14.99±0.12 

11 B(n, p) (a= 8.4 mb/sr) 
4.73±0.04 6.26±0.05 
6.77±0.07 9.89±0.10 
7.06±0.12 10.73±0.18 

1.04±0.11 
1.74±0.18 
1.97±0.21 

0.75±0.08 
1.18±0.13 
1.28±0.15 
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energy of 13.8 MeV was obtained in that experiment. It seems highly likely, however, that 

significant additional Garnow-Teller strength might reside at higher excitation energies, 

making a comparison with the Ikeda sum rule unreliable. 

Recently, Daito et al. have made a pioneering investigation of the (t, 3He) reaction 

at 127 MeV / A as a probe of Garnow-Teller strength [41]. With their technique, an 

energy resolution of 780 ke V (FWHM) has been reached, i.e. significantly better than 

in the present work. On the other hand, their study was limited to 0° and therefore their 

identification of the final states could not be supported by angular distributions. 

In their work, a general trend of proportionality between the 0° cross section and known 

B(GT) values from beta decay was observed, using the experimental cross sections of the 

(t,3He) reaction on 9Be, 12C and 13c in combination with information from the literature 

on ground state beta decay of the residual nuclei. 

The Garnow-Teller strength was also studied in 10B and 11 B. For the latter, structure 

calculations have indicated a summed B(GT) of 0.73 for the three states at 0.3, 2.7 and 

3.8 MeV excitation energy [42]. Daito et al. found only 0.47 ± 0.08 for the summed 

strength, and speculated whether this could be due to a neutron halo effect originating 

from a poor overlap of the wave functions of the 11 B ground state and the final states in 
11 Be. In the present work, an integration of the Garnow-Teller strength up to 6 Me V, i.e. 

covering the same range in excitation energy as the three states above, results in a summed 

strength of B(GT) = 0.58 ± 0.06, i.e. also lower than the theory prediction. 

4.5. Dipole strength 

The excitation energy spectra (Fig. 2) and the results from the multipole decomposition 

(Figs. 4 and 5) show that there are broad distributions of dipole strength centered around 

excitation energies of 22 and 12 MeV in 10B and 11 B, respectively. By construction, the 

normal modes described in Section 4.2 exhaust the full strength of the associated operator 

that is contained in the particle-hole basis used. To estimate the fraction of dipole strength 

exhausted in the experiment, we simply summed the AL coefficients of the 0.5 Me V energy 

bins (without renormalization) from the multipole decomposition, up to an excitation 

energy of 30 Me V. The fractions of strength obtained for the full and continuum subtracted 

data are given in the third and fifth column of Table 2, respectively. The errors are due 

to the statistics of the data and the decomposition procedure. As can be seen in the table, 

only about 50% of the predicted total dipole strength is exhausted in both nuclei before 

subtraction of the continuum. After subtraction of the underlying continuum, around 20% 

of the strength is left. This should be compared with the results obtained for 12C [ 1 O], 

where 130% and 75% of the normal mode strength were seen, before and after continuum 

subtraction, respectively. 

The present data for dipole excitations can be compared with the results from the 
10B(p,n)10C reaction at Ep = 186 MeV [39]. This is presented in Fig. 7, where data 

for 0~~ = 11° and 0~~ = 16° are plotted together. The chosen angles correspond to 

approximately the same momentum transfers for the two reactions. The (p, n) spectrum has 
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Result of the multipole decomposition for the L = 1 strength for the total (left part) as well as 
for the continuum-subtracted data (right part). The second and fourth columns show the observed 
energy-integrated cross section in the region Ex = 0-30 MeV. The third and fifth columns give 
the corresponding ratios between the observed cross section and that of the normal-mode (NM) 
calculations. Only statistical errors are given 

Total data Continuum-subtracted data 

(da/dil)exp (da / dil)exp/(da / d.Q)NM (da/dil)exp (da / dil)exp/(da / d.Q)NM 
(mb/sr) (%) (mb/sr) (%) 

lOB 8.35±0.15 43±1 2.71 ±0.06 14±1 
llB 7.46±0.24 53±2 3.62±0.10 26±1 

1.5 
0cM(pn)= 11 ° 
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Fig. 7. A comparison between the present 10B(n,p)10Be data at En= 96 MeV (filled circles) and 
data for the 10B(p, n) 10C reaction at E P = 186 MeV [39] (shaded areas). The (p, n) data have been 
shifted upwards in excitation energy by 1.5 Me V, to get better agreement between the GT peaks in 
the two data sets. The top panel shows measured differential cross sections, compared at the same 
momentum transfer. In the lower two panels, the results of the multipole decomposition for L = 1 
are displayed. 
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been adjusted 1.5 Me V upwards in energy to get better agreement between the positions 
of the GT peaks in the two data sets. This difference in excitation energy might be due 
to the target deterioration problem in our experiment, described in Section 2. Taking the 
different resolutions into account, the data look similar, both in shape and on an absolute 
scale. The results from the multi pole decompositions for L = l are also compared in Fig. 7. 
The differences between the strength distributions after subtraction of the continuum are 
to a large extent due to the different treatments of this background. The (p, n) data extend 
to much higher excitation energies, which means that a more accurate fit of the calculated 
background is possible. The prescription used in the (p, n) analysis resulted in a smaller 
background subtraction, which explains the differences. It is possible that the continuum 
in our case has been overestimated, causing a somewhat too large reduction in strength. 

It has been suggested that halo nuclei could have a dipole component at very low 
excitation energy [43]. This can be understood in a simple, hydrodynamical model. Besides 
the well known giant dipole resonance (GDR) - which is an out-of-phase oscillation of 
protons versus neutrons - there could be a mode where the halo neutron oscillates versus 
the core. The excitation energy of this mode must be very low, because the restoring force 
is rather weak, due to the low density of the halo. The experimental status of this mode 
is still not satisfactorily resolved, although indications of soft dipole strength have been 
reported in Coulomb breakup experiments [44,45] and in a pion double charge-exchange 
experiment [ 46]. 

The identification of a soft dipole is difficult in the present experiment. An El excitation 
(1-) built on the 11 Be ground state (1/2+) would have spin and parity of 1;2- or 3/2-. 
The 11 B ground state has a 3 ;2- configuration, and hence the transitions from the 11 B 
ground state to a soft dipole in 11 Be can be o+, 1 +, 2+ or 3+. The transition quantum 
numbers 1 + and 2+ are also valid for transitions to the first excited state of 11 Be ( 1 ;2-), 
which is strongly excited. If there is at all a soft dipole in 11 Be, it is possibly hidden by this 
strong excitation. 

An interesting observation in the 11 B( d, 2He) experiment discussed above [3 7], was that 
the centroid of the dipole distribution, situated at Ex ~ 10 Me V, was 2 Me V lower in 
excitation energy compared to what would be expected for a nonhalo nucleus. This result 
was interpreted as support for a halo structure, based on a comparison of two structure 
calculations. A recent calculation assuming a halo [47] displays this downward shift, while 
a standard structure calculation [ 4] without halo does not reproduce this particular feature. 
In addition, the summed spin-flip dipole strength for 11 Be was found to be 40% larger than 
in neighboring nonhalo nuclei. Also in this case, the structure calculation assuming a halo 
agrees better with these data. Recently, transitions from 11 B to 11 Be have been studied 
by electron-induced pion production [48]. In this publication, evidence for dipole strength 
shifted to lower excitation energies than expected for a nonhalo nucleus were presented, 
based on comparisons with Hartree-Fock calculations [47]. 

The observed centroid of the dipole distribution lies about 2 Me V higher in excitation 
energy in the present measurement compared to the 11 B( d, 2He) data. Since the (n, p) 
reaction excites both spin-flip and non-spin-flip transitions, the position of the dipole 
distributions cannot be compared directly. It is possible that non-spin-flip IVD transitions 



S0375-9474(00)00374-2/FLA AID:5622 Vol.00(0) 
ELSEV2s 2000/08/03 Prn:4/09/2000; 10:29 
Doctopic: Nuclear Structure and Dynamics 

NPA5622 

A. Ringbom et al. I Nuclear Physics A 00 (2000) 1-20 

P.17 (1-20) 
by:EL p. 17 

17 

moves the dipole centroid to higher energies. This is supported by results from the 
12C measurement [10], in which a peak dominated by SIVD 2- was found at lower 

excitation energy than the corresponding 1- state, which contains both !1S = 1 and !1S = 

0 transitions. In view of this fact, the dipole distributions in the two experiments do not 

contradict each other. Furthermore, the structure calculation for the non-spin-flip case by 

Hoshino et al. [47], does not display a clear shift in excitation energy for a halo nucleus 

compared to a nonhalo nucleus that is seen in the spin-flip case. 

The model-independent energy-weighted sum rule (EWSR) of the El strength depends 

only on the number of neutrons and protons. The non-energy-weighted sum of El strength 

(NEWSR), however, increases with the nuclear radius, so that the effect of a halo is to 

increase the total El strength. This requires part of the strength to be moved to lower 

excitation energy in order to conserve the EWSR [ 49]. For ll Li - the best studied halo 

nucleus, both experimentally and theoretically - calculations [50] have predicted about 

10% of the EWSR ( corresponding to 30% of the NEWSR) at very low energy. Other 

studies have revealed similar features [51.52], and in addition found the total El strength 

to increase with about 50% compared to neighboring nonhalo nuclei. 

In the present experiment, we find no evidence of such an increase in non-energy­

weighted El strength. In fact, we find significantly less than in the neighboring 12C 

nucleus. However, dipole and spin-dipole strength cannot be distinguished by a differential 

(n, p) cross section measurement alone, and the spin-flip transitions are stronger in 

magnitude than non-spin-flip at this energy. 

S. Summary and conclusions 

In this work double-differential cross sections of the lO,llB(n,p) 10•11Be reactions 

have been measured in the excitation energy and angular regions 0-35 MeV and 0°-

300, respectively, using a magnetic spectrometer with position-sensitive detectors for the 

determination of the proton energy and emission angle. The data were normalized to the 

backward-angle n-p scattering cross section. The analysis was performed in terms of 

multipole transitions and a continuum distribution. The latter was estimated from a simple 

calculation of the phase space for a number of knockout reaction channels, fitted to the 

experimental data at high excitation energy. A multi pole decomposition of the experimental 

energy spectra was performed, using sample angular distributions calculated within the 

DWBA, using normal-mode excitations. From this analysis the energy-integrated cross 

section and the fraction of the sum rule strength exhausted for each multipolarity could be 

determined. 

The obtained 0° cross sections for the Garnow-Teller transitions were used to extract 

the GT strength. This strength could be used for a full test of the Ikeda sum rule, using 

unit cross sections based on the DWBA calculations. In the 10B case, a sum-rule strength 

compatible with the theoretical value of O was obtained, while for 11 B, the (p, n) data do 

not extend to a sufficiently high excitation energy to make a comparison meaningful. 
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The summed Garnow-Teller strength of three low-lying states in the 11 B(t,3He) 11 Be 

reaction has recently been found to be significantly lower than predicted by structure 

calculations, and it has been discussed whether this strength deficit could be due to halo 

effects in the residual 11 Be nucleus. The Garnow-Teller strength found in the present 

experiment is in agreement with the (t,3He) result. 
Dipole strengths were found in broad peaks around excitation energies of 22 and 12 Me V 

for 10B and 11 B, respectively. A significantly smaller part of the sum-rule dipole strength 

is exhausted in these nuclei compared to a previous 12C(n,p) measurement. A soft dipole 

excitation at low excitation energy, and a downward shift in excitation energy of the dipole 

strength have been suggested for halo nuclei. In neither case, we can provide evidence. The 

possible presence of a soft dipole is hidden under a strong excitation of the first excited state 

in 11 Be, and no downward shift in excitation energy of the dipole strength was observed, 

in contrast to a recent 11 B(d,2He) measurement [37]. 
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A facility for measurements of neutron-induced double-differential light-ion production cross-sections, for application 
within, e.g., fast neutron cancer therapy, is described. The central detection elements are three-detector telescopes 
consisting of two silicon detectors and a Csl crystal. Use of liE-liE-E techniques allows good particle identification for p, 
d, t, 3He and alpha particles over an energy range from a few MeV up to 100 MeV. Active plastic scintillator collimators 
are used to define the telescope solid angle. Measurements can be performed using up to eight telescopes at 20° intervals 
simultaneously, thus covering a wide angular range. The performance of the equipment is illustrated using experimental 
data taken with a carbon target at E0 = 95 Me V. Distortions of the measured charged-particle spectra due to energy and 
particle losses in the target are corrected using a newly developed computer code. Results from such correction 
calculations are presented. © 2000 Elsevier Science B.V. All rights reserved. 

PACS: 29.30.Ep; 29.40.Wk; 29.40.Mc; 25.40. - h 

Keywords: Charged particle spectrometer array; Nuclear reactions 

1. Introduction 

Today, about half of all cancer patients in the 
western countries are treated with ionizing radi-

* Corresponding author. Tel.: + 46-18-471-3043. 
E-mail address: nils.olsson@tsl.uu.se (N. Olsson). 

ation. A majority of these undergo treatment with 
bremsstrahlung photon and electron beams, which 
are weakly ionizing. Not all tumours respond posi­
tively to this kind of radiation. It has been 
claimed that a large number of patients could 
benefit from therapy with more densely ionizing 
radiation [1,2]. 

0168-9002/00/$-see front matter © 2000 Elsevier Science B.V. All rights reserved. 
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Cancer therapy with fast neutrons employs the 
fact that neutrons, interacting with tissue, give rise 
to a sizeable component of radiation with high 
linear energy transfer (LET), which has been shown 
to be of great value for the treatment of some 
specific, slowly growing, tumours. During the last 
two decades, fast neutron therapy has been mod­
ernized and better optimized by, e.g., higher ener­
gies (up to 70 Me V), and is now employed at about 
20 centres around the world. The method has 
gained renewed interest in recent years after suc­
cessful treatments of, among others, salivary gland 
tumours, which are not accessible for surgery. Re­
sults of treatments of other kinds of tumours, e.g., 
pros ta tic cancer and some tumours of the head and 
neck region, have been more difficult to interpret 
[3-8]. 

Thus, cancer therapy with fast neutrons has an 
interesting potential as treatment alternative for 
tumours that do not respond to low LET radiation. 
To investigate this potential fully, the dose delivery 
has to be known with the same precision as is 
common in photon therapy. To achieve this, the 
fundamental cross-sections converting neutrons 
into ionizing charged particles have to be deter­
mined. 

It is important to realize that for each incoming 
neutron with a specific energy, a multitude of 
charged particles can be created in tissue: protons, 
deuterons, tritons, 3He and alpha particles, as well 
as carbon, nitrogen and oxygen recoils, etc., each 
with its characteristic energy and angular distribu­
tion, which in turn are different for different nuclei. 
It is these charged particles that are responsible for 
the ionization, which causes damage on the cellular 
level. The conversion from neutrons to charged 
particles proceeds via the microscopic, nuclear 
cross-sections for each reaction channel. Unfortu­
nately, the energy region of several tens of Me V is 
difficult to describe with simple theories and, in 
addition, the data base is very meagre. In this 
energy region, compound nuclear processes, direct 
processes and intermediate, or pre-compound, pro­
cesses are all important, and nuclear reaction mod­
els must take into account all these processes and 
their variation with energy. Most evaluated data 
bases were intended for use in the development of 
nuclear fission and fusion energy sources, and have 

a 20 Me V upper energy limit. This makes it difficult 
to estimate correctly the dose given by modern 
neutron therapy beams, which extend up to 70 
MeV, and to plan and optimize the radiation ther­
apy. A substantial improvement in the knowledge 
of fundamental nuclear data is therefore needed for 
a better understanding of the processes occurring 
on the cellular level. 

During 1987-1992, a cross-disciplinary Coor­
dinated Research Programme (CRP) on "Nuclear 
Data Needed for Neutron Therapy" was organized 
by the IAEA [9]. The purpose was to identify 
which fundamental data are of highest relevance for 
the development of fast neutron therapy. The CRP 
gave highest priority to new measurements of the 
following data: (1) Double-differential light-ion 
production cross-sections and kerma factors for the 
most important elements in tissue, i.e., carbon, ni­
trogen, oxygen and calcium, up to about 80 MeV. 
(2) Differential cross-sections for elastic and inelas­
tic neutron scattering from carbon and oxygen at, 
e.g., 30, 50 and 80 Me V. These data are needed to 
improve theoretical model calculations, and this 
need has repeatedly been emphasized [10,11]. 

Interest in the information on charged particles 
emitted in reactions induced by neutrons is not 
limited to the medical community. Such informa­
tion is also of relevance for other applications, like 
transmutation of nuclear waste and cosmic-ray­
induced effects in aviation electronics. 

In transmutation applications, the proposed 
technologies involve high-energy neutrons created 
in proton-induced spallation of a heavy target ele­
ment. The NBA nuclear science committee [12,13] 
has indicated cross-section measurements for the 
(n,xp) reaction in a number of nuclei, e.g., 
56Fe,58Ni, 208Pb, 232Th, and 238U, in the energy 
range 20-200 MeV as one of the high priorities 
among their nuclear data requests for this applica­
tion. 

The importance of cosmic radiation effects in 
aircraft electronics has recently been highlighted 
(see e.g. Refs. [14-16] and references therein). At 
commercial flight altitudes, as well as at sea level, 
the most important particle radiation is due to 
neutrons, created in the atmosphere by spallation 
of nitrogen and oxygen nuclei, induced by cosmic­
ray protons. When, e.g., an electronic memory 
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circuit is exposed to neutron radiation, charged 
particles can be produced in a nuclear reaction. The 
released charge can cause a flip of the memory 
content in a bit, which is called a single-event upset 
(SEU). To get a deeper understanding of these 
phenomena, more detailed cross-section informa­
tion on neutron-induced charged-particle produc­
tion at intermediate energies is needed. 

To fulfill the needs of better nuclear data for 
fast neutron cancer therapy, as well as for other 
applications, we have built and tested a new 
experimental set-up, MEDLEY, dedicated for 
measurements of double-differential neutron­
induced light-ion production cross-sections. 
Employing MEDLEY together with the unique 
quasi-monoenergetic neutron beam facility at The 
Svedberg Laboratory (TSL) in Uppsala [17], it is 
possible to measure such cross-sections for produc­
tion of protons, deuterons, tritons, 3He and alpha 
particles in relevant nuclei. MEDLEY is superior 
to several similar existing arrays, due to its larger 
energy and angular coverage, and it can preferably 
be used in an energy region of greatest relevance for 
the mentioned applications, i.e., up to 100 Me V. 

There are, or have been, very few facilities avail­
able, which can be used for such measurements. 
The UC Davis [18] set-up had three telescopes, 
each consisting of three detector elements. 
Measurements of protons, deuterons, tritons, 3He 
and alpha particles from carbon [19], nitrogen and 
oxygen [20] were carried out at 27.4, 39.7 and 60.7 
MeV. In the case of carbon, data are extensive in 
the forward direction, but more scarce in the back­
ward, while for nitrogen and oxygen, data only 
extend out to 65°, which makes kerma factor calcu­
lations rather ambiguous [10,21]. 

The four telescopes at Louvain-la-Neuve each 
consists of two detectors. Measurements of the 
same light ions have been performed between 30 
and 75 MeV for carbon [22-25], between 25 and 65 
MeV for oxygen [26-28], and up to 65 MeV for 
aluminium [29], all with large angular coverage. 
The UC Davis and Louvain-la-Neuve data show 
considerable discrepancies, especially for oxygen 
[20,26-28] in the low-energy domain. 

In the Tohoku facility, the telescopes consisted of 
two elements. Measurements of protons and 
deuterons were carried out at forward angles with 

carbon and aluminium targets at 64.5 and 75 MeV 
[30]. However, the low-energy cut-off was very 
high, since the experiment was conducted in air. 

In this article, the MEDLEY facility and its per­
formance is described in some detail. Section 2 is 
devoted to the experimental set-up, i.e., the neutron 
beam production, scattering chamber, configura­
tion of detector telescopes, electronics and data 
acquisition system. In Section 3, data reduction 
procedures and results from a test measurement are 
presented. Corrections for energy and particle 
losses in the target are discussed in Section 4, 
and finally, a summary and the conclusions are 
presented in Section 5. 

2. Experimental set-up and techniques 

2.1. TSL neutron beam facility 

The neutron beam facility at the The Svedberg 
Laboratory (TSL) has been described in detail in 
a previous publication [17], and an updated· pre­
sentation is underway [31]. Therefore, only a short 
description will be given here. An overview of the 
facility is shown in Fig. 1. A proton beam from 
the cyclotron is used to produce neutrons through 
the 7Li(p,n)7Be reaction. The lithium targets are 
typically 2-15 mm thick and enriched to 99.98% in 
7Li. The produced neutron beam is shaped and . 

The TSL Neutron Beam Facility 

LITHIUM IRRADIATION 
TARGET POSITIONS 

--l~ ..... 1 ·~ --·-·-·------------------

•·· •.••....• or-_:,,.~ R 

PROTON 
DEFLECTING 

MAGNETS 

0 1 2 3 4 Sm PROTON 
BEAM DUMP 

Fig. l. Overview of the Uppsala neutron beam facility, showing 
the neutron production system, the proton beam dump, the 
neutron collimation, and the position of the MEDLEY set-up. 
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delivered to the experimental area through a sys­
tem of collimators. Charged particles produced in 
the collimation system are deflected by a clearing 
magnet. The remaining proton beam, after the neu­
tron production target, is bent out of the neutron 
beam by two dipole magnets into a well-shielded 
beam dump tunnel. At the end of the 8 m long 
tunnel, the beam is dumped in a lead-shielded 
water-cooled graphite Faraday cup, which is also 
used to measure the proton beam current. 

The experimental area is situated at about 
8 m from the neutron production target. The beam 
size at the reaction target is 7 cm in diameter. The 
neutron intensity in the experimental hall, with 
a 100 Me V proton beam current of 5 µA on a 4 mm 
thick Li target, is about 3 x 104 n s - 1 cm - 2. 

The relative neutron beam intensity is monitored 
by the integrated proton beam current at the beam 
dump, and by thin film breakdown counters 
(TFBC) [32], mounted in the neutron beam, 
measuring the number of neutron-induced fissions 
in 238u. 

A prominent feature of the neutron beam facility 
is the good shielding between the beam dump and 
the experimental area, which gives very low back­
ground around the detectors. Furthermore, the 
long distance between the neutron source and the 
reaction target allows the use of time-of-flight 
(TOF) techniques to reject low-energy neutrons. In 
a typical neutron-energy spectrum [17], shown in 
Fig. 2, about 50% of the neutrons are in the full- · 
energy peak, while the rest forms a low-energy 
neutron tail, which can be suppressed by TOF 
techniques. It should be emphasized that the width 
of the neutron peak seen in Fig. 2 includes the 
limited resolution of the used detection system; 
in reality the peak has a width (FWHM) of the 

· order of 1 Me V for a typical Li-target thickness of 
4mm. 

Another characteristic is the 25 m long neutron 
beam line in the experimental area, which makes 
several irradiation positions available. In addition 
to the MEDLEY set-up, the neutron beam can be 
simultaneously used in several other experiments, 
e.g., studies of neutron elastic scattering, testing of 
single event upsets in electronic devices, dosimetry 
development, and fission cross-section measure-

, ments, thus providing an efficient use of the beam. 

400 Without TOF gate 
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(I) 

2 
l/) 0 
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'-.. 
2 400 C: 
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::, 
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Fig. 2. Typical neutron energy spectrum from the 7Li(p, n) reac­
tion at EP = 100 MeV and at 0°, as determined with a magnetic 
spectrometer [17]. The upper panel shows the full neutron 
spectrum from 60 to 100 MeV, while the lower panel illustrates 
the effect of TOF suppression of low-energy neutrons. 

2.2. Scattering chamber 

The MEDLEY detector set-up is installed in 
a cylindrical scattering chamber, positioned dir­
ectly after the last neutron collimator (see Fig. 1). 
The chamber is about 100 cm in diameter and has 
a height of about 24 cm. There are four large ports; 
two in the neutron beam line and two on the sides 
perpendicular to the beam. The first two ports are 
used for beam transport, and the others for a turbo 
vacuum pump and a calibration source holder, 
respectively. 

Fig. 3 shows the arrangement inside the vacuum 
chamber. The reaction target is located at the 
centre of the chamber. Since the neutron beam has 
a diameter of 7 cm, it is not practical, or even 
possible, to use a standard target ladder design. 
Instead, the target is mounted in a thin aluminium 
target frame, using thin threads. The target frame is 
large enough (20 cm wide by 14 cm high) to allow 
free passage of the neutron beam. Three target 
frames, which can be moved into or out of 
the neutron beam, are available at present. The 
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,,,,,,,, .. , 
0 25 50 cm 

Fig. 3. Arrangement of the eight MEDLEY telescopes inside the 
1 m diameter vacuum chamber. The target under study is 
located at the centre of the chamber. The TFBC neutron moni­
tor is shown at about 50 cm downstream the chamber. The scale 
is approximate. 

reaction targets typically have diameters of 20-25 
mm, which is a compromise between reasonable 
count rate and angular resolution. 

A 241 Am alpha source, which can be used for 
calibration and adjustment of the electronics, is 
attached onto a metal rod in one of the chamber 
ports. When not in use, the source can be fully 
retracted so that the emitted alpha particles do not 
interfere with the detectors. 

Eight detector telescopes are mounted in the 
chamber. They are placed at 20° intervals, covering 
scattering angles from 20° to 160° simultaneously. 
The telescopes are mounted in two sets, one on 
each side of the beam, covering the forward and 
backward hemispheres, respectively. The detector 
elements of each telescope are mounted in an alu­
minium housing, which in turn is mounted on 
a radial rail. The position of the telescope housing 
on the rail is adjustable, s6 that the target-to­
detector distance can be varied between 15 and 28 
cm. At the most forward and backward angles, the 
telescopes are typically placed at 28 cm distance 
from the target to avoid beam interference, while at 
other angles the distance is around 20 cm. The 
centre of the telescopes is at the same height as the 
beam axis and the centre of the target. 

All the telescope rails are fixed onto a turnable 
plate at the bottom of the chamber. This plate is 

joined to a cylindrical vacuum feedthrough, which 
on the outside, below the chamber, has an indicator 
and a scale. In this way, the telescopes can be 
precisely positioned at the desired scattering angles. 

This feature is used in the energy calibration of 
the telescopes. At forward angles, reasonably sharp 
peaks, corresponding to low-lying states in the re­
sidual nuclei, are present in (n,p) and (n,d) reaction 
spectra, and the energy of these peaks can be cal­
culated to high precision. By rotating the plate, the 
forward and backward sets of telescopes can be 
interchanged, thus allowing also the backward tele­
scopes to be calibrated by such reactions. 

During experiments, the chamber is under vac­
uum in the range of 10-s mbar or better. The 
vacuum is terminated at the exit port with a 0.1 mm 
thick stainless steel foil, which is located about 40 
cm from the inner wall of the chamber (see Fig. 3). 

All operations inside the vacuum chamber, i.e., 
movement of the target frames, insertion or retrac­
tion of the alpha source, or rotation of the telescope 
table, can be made without breaking the vacuum. 
Signal and bias cables for all detectors are brought 
out of the chamber via connectors mounted in the 
cylindrical feedthrough assembly at the bottom of 
the chamber. 

2.3. Detector telescopes 

It is important to obtain good separation be­
tween the different kinds of particles. This has to be 
done over a large dynamic range, i.e., from a few 
Me V alpha particles to 100 Me V protons, which 
corresponds to a range in dE/dx of about 200. The 
!iE - E technique can be used only if the incident 
particle has sufficiently high energy to penetrate the 
!iE detector, and thus to be registered in the E de­
tector. Furthermore, the fraction of energy loss in 
the !iE detector must be large enough to yield 
non-overlapping energy loss distributions for the 
various particle types. We found in our preliminary 
studies that a telescope consisting of two !iE de­
tectors and one thick E detector, in which the total 
energy of the most energetic charged particle can be 
absorbed, would give a sufficient dynamic range. 

The !iE detectors are fully depleted standard 
silicon surface barrier detectors from ORTEC. The 
front !iE detectors (!iE 1 ) are either 50 or 60 µm 
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thick, while the second ones (~E2 ) are 400 or 
500 µm. They all have a sensitive area of 450 mm2 • 

As E detectors, we use Csl(Tl) crystals, since they 
possess several superior properties, e.g., high light 
conversion yield and high density, which makes 
them very efficient as stopping medium for various 
charged particles. Furthermore, the crystals are 
only slightly hygroscopic and relatively easy to 
handle. Although Csl(TI) has a significant ion­
charge and mass dependence in its scintillation 
response (see, e.g., Refs. [33,34]), this dependence is 
expected to be rather small within the limited range 
of light particles considered here. 

The E detectors have a total length of 50 mm. 
The first 30 mm of the crystals, which is a sufficient 
thickness to stop 100 MeV protons, is made cylin­
drical with a diameter of 40 mm. The remaining 20 
mm is tapered to 18 mm diameter to match the size 
of the readout system. The 40 mm diameter was 
chosen so that particles produced at the edge of 
a 25 mm diameter target at the closest target­
to-detector distance (15 cm to the first ~E 
detector), passing through the edge of the second 
~E detector, can still be measured safely in 
the Csl E detector. All the E detectors are made 
window-less to avoid dead layer effects [18], 
which cause loss of energy, and thus a discontinuity 
in the linear correspondence between incident and 
measured energy. 

Photodiodes (PD) of the Hamamatsu S3204-03 
18 x 18 mm2 model were chosen to read out the 
light from the Csl(Tl) crystals. The spectral re­
sponse function of a PD matches well the emission 
spectrum of the crystal, and they are very compact 
and thus well suited for an application where space 
is limited. Furthermore, PDs show excellent lin­
earity and temperature stability. However, one 
drawback with PDs is the lack of internal gain, 
which means that at very low energy (keV region), 
electronic noise will outperform the detector. In the 
energy region of interest here (a few MeV and 
above), this problem is less important. The Csl(Tl) 
crystals were manufactured and assembled with the 
PDs by Crismatec in France. 

To get a well-defined acceptance, collimators are 
needed in front of the telescopes. However, the 
presence of a collimator, thick enough to stop 100 
Me V protons, can cause particles to scatter or react 

before reaching the first detector, and thus necessi­
tate complicated correction calculations. To avoid 
such complications, we have instead chosen to em­
ploy thin, active collimators, where the signal from 
a hit is used to veto the related event. 

The collimators are made from plastic scintil­
lators, having a 40 x 40 mm2 square shape and 
a thickness of 1 mm. The thickness is chosen to get 
reasonable pulse height also for the most penetrat­
ing particles (100 MeV protons). Each collimator 
has a 19 mm diameter hole at the centre, and is 
aligned concentrically with the telescope axis. The 
light produced in the scintillator is guided through 
a plexiglass light guide, which is bent 90°, to a 
10 mm diameter photomultiplier tube (PMT). The 
PMT is of the Hamamatsu R1635 type, with fairly 
high gain (1.1 x 106), low dark current (0.03 mA) 
and fast rise time (0.8 ns). The hybrid assembly 
(Hamamatsu H3164-10), with integrated PMT, 
base and voltage divider chain, is used due to its 
compactness. The whole collimator arrangement is 
fixed to the telescope housing. 

A schematic view of the detector arrangement for 
a telescope is shown in Fig. 4. For a typical 25 mm 
diameter target, the average angular acceptance 
(or opening angle) is about 6° for most of the 
telescopes, and slightly less than 5° for the most 
forward and backward ones, due to their longer 
target-to-detector distance. 
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Fig. 4. Detailed sketch of one of the telescopes, showing the 1'1E 1 

(50 or 60 µm Si) and 1'1E2 (400 or 500 µm Si) detectors, as well 
as the Csl(Tl) E detector. Also shown is the telescope housing 
and the collimator, which is placed in front of the telescope, with 
its PM tube on the top of the telescope housing. 
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2.4. Electronics g r----------------~ 

All telescope detector signals are processed by 
preamplifiers, placed close to the detectors, im­
mediately outside the vacuum chamber. The re­
maining signal handling takes place in a distant 
counting room using standard electronic units. 

The charge-sensitive preamplifiers are of the hy­
brid CAEN A422 model, which offers good S/N 
ratio, fairly fast rise time (40-70 ns), proper energy 
sensitivity and a relatively low price. These pre­
amplifier cards can also be optimized for various 
detector capacitances. Furthermore, the small di­
mensions of the 3.8 x 3.3 cm 14-pin single in-line 
package allow a very compact housing for all 24 
preamplifier cards. They are mounted four by four 
on six mother cards, which provide bias voltages, 
connections to BNC contacts, etc. All six mother 
cards are housed in a single box, which is mounted 
just below the vacuum chamber. 

For each detector, the output signal is processed 
by the preamplifier and two output signals are 
generated; energy (E) and timing (T). The E branch 
is further amplified and shaped, and the pulse 
height is registered by an ADC. The gate for the 
ADC is derived from a MASTER signal (see be­
low). The other branch (T) is utilized only for the 
thin (AEi) and thick (AE2 ) silicon detectors, since 
the T signal from the CsI (E) detector has too slow 
rise time (a few µs) to be useful. The T signal is 
amplified by a fast amplifier ( x 10) and then fed to 
a constant fraction discriminator (CFD), where two 
standard output signals are generated. The first 
output is used to create the MASTER signal, while 
the second is used as stop signal of a TDC. The 
presence of a signal at the TDC is also used to 
identify which telescope, and which silicon detector 
of that telescope, generated the MASTER signal. 

The threshold of the T signal at the CFD is 
chosen in such a way that it is significantly below 
the smallest expected pulse height, i.e., from high­
energy protons, at least for one of the AE1 or AE2 

detectors. This is illustrated in Fig. 5, which shows 
the pulse height (in MeV) versus energy for protons 
in the silicon detectors. This criterion ensures that 
there will always be a timing signal, and a MAS­
TER signal, when a particle is detected. On the 
other hand, the threshold must be set reasonably 
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Fig. 5. Calculated proton energy loss in 50 µm (full curve) and 
400 µm (dashed curve) /'iE silicon detectors, respectively, as 
a function of energy. The sharp peaks of the curves correspond 
to the punch-through energies. The thresholds applied to the 
timing signals of these detectors are shown as dotted lines. 

well above the experimentally observed detector 
noise level. The values used are around 1.0 and 0.5 
MeV for the AE1 and AE2 detectors, respectively. 
These settings have worked well during the test 
experiments. 

The collimator signals from the PMTs are ampli­
fied by fast amplifiers ( x 10) in the experimental 
hall, and then fed directly to charge-sensitive ADCs 
(QDCs) for registration. A low-energy cut, corre­
sponding to an energy loss well below that of the 
least ionizing particles, i.e., 100 Me V protons, is 
applied to the QDC spectra in the off-line analysis. 
All registrations above this cut are used to reject the 
corresponding events, thus ensuring that the accep­
ted particles passed the collimator hole. 

For each telescope, a logic OR between the T sig­
nals of the AE1 and AE2 detectors is used to define 
an event for that telescope. These OR signals are 
fed to a hit pattern unit to redundantly register 
which telescope triggered the event, which simplifi­
es the off-line analysis. The logic event signal from 
each telescope is further ORed with the corre­
sponding signals from all other telescopes. This 
secondary OR logic defines the MASTER signal, 
which announces the presence of an event in the 
system, and that the event should be read out. The 
MASTER signal is also used to: (i) gate all energy 
signals (ADCs and QDCs), (ii) start the TDC units, 
and (iii) gate the hit pattern unit. 
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The RF signal from the cyclotron is used as the 
TOF reference signal, and is recorded as a stop 
signal in one of the TDCs, as is the T signal from all 
the silicon detectors. The MASTER signal is used 
as common start for all TDC channels. The time 
between two consecutive RF signals or beam 
bursts, i.e., the timing window, is about 58 ns at 
95 MeV. 

Since the count rate is rather low, it takes long 
time to identify in the on-line monitoring whether 
the TOF peak is reasonably well centred within the 
timing window. For this reason, an additional RF 
signal, with an added delay of about 30 ns, is also 
recorded. In this way, a TOF peak is always 
ensured to be seen in at least one of the TOF 
windows. 

The number of events from each telescope is 
recorded by a scaler unit. This information is used 
to monitor the performance and stability of the 
telescopes and the electronics. The number of mas­
ter gate pulses, both with and without computer 
busy veto, is registered to monitor the dead time of 
the data acquisition system. The dead time is typi­
cally in the order of a few %, and never above 15%. 
The unit also records the relative neutron beam 
intensity from both the integrated proton beam 
current at the beam dump and the TFBC neutron 
monitor. 

2.5. Data acquisition 

Data are recorded on an event-by-event basis 
using SVEDAQ, a general purpose data acquisition · 
system employed at the TSL [35]. Data are read 
out through a CAMAC branch highway and sent 
to a VME-based event builder. From the event 
builder system, data are split into two independent 
branches; to tape and to on-line analysis, the latter 
with lower priority. A SUN workstation is used for 
on-line sorting, monitoring and control. Typical 
on-line spectra that can be displayed are pulse 
heights from all detectors, TOF, two-dimensional 
plots of pulse height of 11E1 versus 11E2 , 11E2 versus 
E, and TOF versus the different pulse heights. The 
other data stream is sent to an Exabyte tape station 
for recording. An additional tape station can be set 
up as backup. 

3. Experimental tests, data analysis and results 

To investigate the characteristics of the MED­
LEY set-up, we have performed a measurement of 
light-ion production in carbon induced by 95 MeV 
neutrons. All eight telescopes were employed in the 
experiment, and these data are used here to illus­
trate the analysis procedure and the performance of 
the equipment. Most of the measurements were 
performed before the installation of the collimators, 
but this is of minor importance for the conclusions 
drawn in the present paper. 

The main data acquisition was done with a 22 
mm diameter by 0.5 mm thick carbon target with 
natural isotopic composition. Background runs 
were performed by moving the target frame out of 
the beam. In addition, a 25 mm diameter by 1.0 mm 
thick CH 2 target was used for absolute normaliz­
ation purposes, utilizing the well-known np scatter­
ing cross-section. In the middle of the data taking 
period, the telescope table was rotated to inter­
change the telescopes in the forward and backward 
directions. The series of targets was then repeated 
again. The various runs were normalized to the 
same incident neutron fluence using the integrated 
proton beam current and the number of fissions in 
the TFBC monitor. 

Data analysis is done on an event-by-event basis, 
where the data are first sorted into separate files for 
each telescope. By generating two-dimensional 
plots of the pulse height of the /1E1 versus !1E2 and 
11E2 versus E detectors, respectively, each event can 
be assigned a particle identification (ID), and the 
data are further separated into files for each kind of 
particle. Using pulse height information from the 
alpha particle source in the thin silicon detector, 
calculated maximum energy losses of various par­
ticles in both silicon detectors, and pulse heights in 
the Csl detector for particles with known energy 
loss in the silicon detectors, as well as energies of 
resolved states in the 12C(n,p) and (n,d) reactions, 
energy calibration of all detectors can be per­
formed. With this information at hand, the pulse 
height can be converted into energy loss for each 
particle in each detector. Adding the energy losses 
in the three detectors gives the incident energy for 
each particle. A two-dimensional plot of particle 
energy versus neutron flight time is used to identify 
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particles associated with the main neutron peak, 
while those induced by low-energy neutrons are 
rejected. 

After these steps of event-by-event operations, 
the data are sorted into histograms, thus showing 
particle emission energy spectra. The procedures so 
far are applied in the same way to both the signal 
(target-in) and the background (target-out) runs. 
On histogram basis, the background is subtracted 
from the signal, after normalization to the same 
neutron beam fluence. 

The CH2 data are treated in a similar way. After 
proper subtraction of target-out and 12C(n, xp) 
background contributions, the cross-section per 
count can be determined from the np scattering 
peak, using data previously taken at a similar en­
ergy [36]. The normalization coefficient is then 
applied to the carbon data to get the absolute 
cross-section. 

Each of the steps in the analysis procedure will be 
described in some detail in this section. 
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3.1. Particle identification 

The liE - liE or liE - E technique is used to 
identify light reaction products, i.e., protons, 
deuterons, tritons, 3He and alpha particles. Fig. 6 
shows typical (a) 11Ei-11E2 and (b) 11E2 -E scatter 
plots, respectively, from 95 Me V neutron-induced 
light-ion production reactions in carbon at 20°. 
Particles which stop in the 11E2 detector are shown 
in Fig. 6a, while those stopping in the (E) detector 
appear in Fig. 6b. The separation between different 
particles is very good, which makes the assignment 
of particle ID a straight forward procedure. Two­
dimensional contours are applied to the scatter plot 
for each particle type. Examples of such contours 
for protons are shown as solid lines enclosing the 
proton bands in the figure. 

An interesting feature of the present facility, 
which can also be seen in the scatter plot in Fig. 6a, 
is the very low energy cut-off of the system. The 
threshold achieved with the telescopes here is about 
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Fig. 6. Two-dimensional scatter plots of (a) the 60 µm Ll.E 1 versus the 500 µrn Ll.E2 detector pulse heights, and (b) the Ll.E2 versus 
E detector pulse heights. The data are obtained at 20°, using a carbon target bombarded with 95 Me V neutrons. The solid lines through 
the middle of each band show the expected behaviour from an energy loss calculation. The contours around the proton bands illustrate 
how proton events are selected from the data. 
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2-3 MeV for the hydrogen isotopes and about 
9 MeV for the helium isotopes. The threshold for 
the sum of the helium isotopes ( dominated by alpha 
particles) can be pushed further down to 3.5 MeV, 
since the various hydrogen isotopes deposit at most 
about 3 MeV in the /J,.£1 detector. 

3.2. Energy calibration 

The second step in the data reduction is to con­
vert the detector pulse height into energy for all 
detectors. This is done following a rather complex 
procedure, in which various sources of information 
are used. 

The !J,.£1 and !J,.£2 silicon detectors are calibrated 
by determining the pulse height for the various 
particles at the point where they start to punch 
through the detectors, i.e., at the left- and right­
hand end-points, respectively, of the bands in Fig. 
6a. The corresponding energies are calculated using 
the detector thicknesses given by the manufacturer, 
and stopping power data from Andersen and Zieg­
ler [37-39]. The result of such calculations are then 
fitted to the experimental data, as shown in Fig. 6a, 
where the calculations are represented by solid lines 
centred at the data bands. Assuming a linear corre­
spondence between pulse height and energy in the 
silicon detectors, which is appropriate for this ap­
plication, the method gives several calibration 
points for each detector. The /J,.£1 detectors are 
further calibrated and checked using the 5.48 Me V 
alpha particles from the 241 Am source stopping in 
these detectors. 

The assumption of linear correspondence be­
tween pulse height and energy is not necessarily 
valid for the Csl detectors. An attempt was there­
fore made to determine this relation experi­
mentally, with the aid of the collected data. For 
each detected particle, the energy losses in the sili­
con detectors are well known according to the 
procedure above. Since the energy loss for a certain 
type of particle is a single-valued function of the 
particle energy, the latter can be calculated from the 
measured energy loss, and thus the energy depos­
ited in the Csl detector can be calculated. By plot­
ting this calculated energy versus the measured 
pulse height, bands correlating energy and pulse 
height are obtained. This is shown for protons, 
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Fig. 7. Scatter plot of energy deposited in a Csl(Tl) detector, as 
calculated from the measured energy loss in the silicon detectors, 
versus the corresponding light output for (a) protons, (b) 
deuterons, (c) tritons and (d) alpha particles. For protons and 
deuterons, spectra with peaks corresponding to transitions to 
low-lying states are shown in the insets. The corresponding 
energies, as calculated from reaction kinematics, are represented 
by stars in the scatter plots. The solid lines are the final calib­
ration curves after fitting of Eqs. (2) and (3) to the data. 

deuterons, tritons and alpha particles in Fig. 7a-d, 
respectively. As can be seen, the bands are narrow 
close to the origin, while they rapidly become wider 
for higher energies, also with a relative measure. 
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The reason for this is that the energy loss at high 
energies is small, and thus the calculated energy 
becomes more uncertain. It can also be seen that 
the bands become more narrow with increasing 
mass and charge of the particles, which is the result 
of the larger energy loss for those particles. 

Fortunately, the data also contain some precise 
information at high energy, i.e., the distinct peaks 
corresponding to ground-state and low excitation­
energy transitions in the 12C(n,p)12B and 
12C(n, d)11 B reactions, as shown in the insets in Fig. 
7a and b, respectively. The energy of these peaks 
can be calculated from the neutron energy and the 
reaction kinematics, taking the energy loss in the 
carbon target and in the silicon detectors into ac­
count. The result is shown as stars in Fig. 7a and b, 
which thus provide good calibration points at high 
energy for protons and deuterons, i.e., the cases 
showing the widest bands. 

To be useful in the analysis, these experimental 
calibration data have to be expressed in a simple, 
analytical way. The response of Cs! detectors to 
ions is most often expressed using the well-estab­
lished formula [33,34] 

(1) 

where L is the light output (pulse height); a0 , a1 , 

and a2 are experimentally determined constants; 
E the incident particle energy; A the atomic mass of 
the incident particle; and z the charge of the inci­
dent particle. Eq. (1) follows from the well-known 
Birk's formula [ 40], which relates dL/dx to dE/dx, 
and includes quenching effects (for a derivation, see, 
e.g., Refs. [34,41]). 

Eq. (1) relates the energy to light output, L(E), 
while the opposite is wanted, i.e., E(L). Several 
analytical expressions of E(L) that approximate Eq. 
(1) have been suggested, and we have here adopted 
[42] 

E = a + bL + c ln(l + dL) (2) 

where a, b, c and d are constants determined by 
fitting to the data. This formula gives a bending at 
low energy, which corresponds to quenching effects 
at very dense ionization. In our data, this effect is 
only seen for alpha particles, which thus can be 

represented using Eq. (2) (see Fig. 7d, solid line). 
For the hydrogen isotopes, low-energy quenching 
is not seen at all; instead there seems to be a de­
creasing scintillation efficiency at high energy, i.e., 
at low ionization. Such an effect has been observed 
also by Twenhofel et al. [43]. To represent the 
calibration of the hydrogen isotopes, we used an 
expression with a linear and a quadratic term, i.e., 

E =a+ bL + c(bL)2. (3) 

The linear parameter b, and the fraction of quad­
ratic dependence c, were obtained by fitting to the 
experimental data, including the well-determined 
high-energy points from the proton and deuteron 
spectra. It was found that c is independent of 
the specific detector, and seems to be a function 
of the particle type only. Thus, c was kept fixed in 
the analysis to the following average values: 
c = 0.0030 for protons, c = 0.0014 for deuterons, 
and c = 0 for tritons, i.e., the tritons are well de­
scribed by a linear term only. The corresponding 
fits are shown as solid lines in Fig. 7a-c. 

The high-energy proton and deuteron points (the 
stars in Fig. 7a and b) provide a cross-check of the 
correctness of the assumed silicon detector thick­
nesses, as given by the manufacturer. Even a very 
small error in the thickness (a few %) would make 
the two sources of information, i.e., the energies 
calculated from the peaks (stars) and from the en­
ergy loss in the 11£1 and 11£2 detectors (bands), 
incompatible. 

The final calibration curves used in the analysis 
are summarized in Fig. 8. It is obvious from this 
figure that the deviation from a linear response is 
small for hydrogen and helium ions in the 0-100 
MeV range. It is also obvious that this deviation 
goes in opposite directions for the two elements. 
Similar effects have been reported in, e.g., Refs. 
[43,44]. 

3.3. Matching of spectra 

Each telescope consists of three individual de­
tectors, and in most cases the charged particle is 
detected in more than one detector. The total en­
ergy for each emitted particle is obtained by adding 
the energies from the relevant detectors, as deter­
mined from the pulse heights using the calibration 
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Fig. 8. Experimentally determined energy calibration for the 
Csl(TJ) detectors. The lines represent protons (solid line), 
deuterons (dashed line), tritons (dotted line), and alpha particles 
( dot-dashed line). 

procedures discussed above. The energy spectra 
will thus be based on events where the particle has 
stopped either in the ll.E2 detector or in the Csl. In 
the case of 3He and alpha particles, also particles 
which have stopped in the ll.E1 detector can be 
considered. 

Generally, a problem arises for particles that just 
penetrate the ll.E2 detector and barely enter the 
Cs!, but lose too little energy in the latter to be 
detected. Such particles will be misinterpreted as 
having stopped in the second silicon detector, but 
since they have punched through, they will be regis­
tered with a slightly lower energy than that for 
particles having maximum energy and still stop­
ping. Such events will be found along the line from 
the punch-through point to the origin in Fig. 6a. 
The result for the full energy spectra is that there 
will be events missing in the first bins of the CsI 
part of the spectrum, and these events will instead 
show up just below the punch-through energy of 
the llE2 detector. It should be pointed out, how­
ever, that the total number of events is still correctly 
conserved. 

This effect is of serious concern if the detectors 
are manufactured with windows, since these act as 
dead layers without registration of energy loss. In 
the present case, the energy loss in detector win­
dows can be neglected, since the silicon detectors 
have extremely thin windows and the CsI detectors 
are manufactured without windows. There is, how­
ever, another effect that has to be taken into ac-

count. It arises from the electronic thresholds of the 
ORTEC 413 ADCs, which are typically set to 
about 0.5% of the full ADC range. For the ll.E1 and 
ll.E2 silicon detectors, the full energy ranges are 
about 10 and 40 MeV, respectively, while for the 
CsI detector it is about 100 Me V. This corresponds 
to thresholds of about 0.05, 0.2, and 0.5 MeV, 
respectively. Thus, the effect of the threshold is 
more pronounced for the CsI detector than for the 
others. As a result, particles with residual energy 
below 0.5 Me V reaching the CsI detector are not 
recorded in that detector, while particles of higher 
energy are registered with their full residual energy. 
However, because of the limited resolution at low 
energy (see below), the effect will not show up as 
a sharp discontinuity, but rather be somewhat 
washed out. 

The matching is illustrated for protons (a) and 
deuterons (b) in Fig. 9. The histograms show 
spectra measured with a telescope consisting of 
ll.E1 and ll.E2 silicon detectors (60 and 500 µm for 
protons; 50 and 400 µm for deuterons) and 
a CsI(Tl) E detector. The dashed lines represent 
particles that stopped in the ll.E2 detector, the 
dotted lines those that gave good energy informa­
tion in the CsI detector, and the solid lines re­
present all data. To improve the statistics at low 
energies, no low-energy neutron rejection is ap­
plied. The punch-through energy of the ll.E2 

detector is calculated to be 8.8 and 10.5 MeV for 
protons and deuterons, respectively, and a small 
discontinuity, as discussed above, can be seen 
around these energies. Since the total number of 
events is conserved, a small redistribution of events 
can be applied to correct for the discontinuity, 
resulting in a smooth behaviour of the spectra also 
in the matching region. 

It should be pointed out that the fact that the 
discontinuity is small reflects that we have good 
control over the energy calibration. Even small 
errors in the calibration would show up as clearly 
visible discontinuities in the matching region. 

3.4. Energy resolution 

The energy resolution of each individual detector 
has been checked using a 5.48 Me V alpha source. It 
was found to be about 60, 45 and 500 ke V (FWHM) 
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Fig. 9. Histograms showing energy spectra of {a) protons and {b) 
deuterons. Dashed lines represent particles stopping in the /1£2 

detector, dotted lines those giving energy information also in the 
Csl detector, and solid lines are all data. No low-energy neutron 
rejection is applied. 

for the AE1 , AE2 , and E detectors, respectively. 
Typical spectra for the three types of detectors are 
shown in Fig. lOa-c. The low-energy tails seen for 
the silicon detectors in Fig. 10 probably arise from 
energy loss in an epoxy ring at the edge of the 
detectors, applied to fix the silicon wafer to the 
detector can. The fraction of events found in this 
tail is about 17% in the case of the thin detector 
(Fig. 10a) and 4% for the thick one (Fig. 10b). These 
percentages agree, at least qualitatively, with esti­
mates of the fraction of the detector surface covered 
by the epoxy. The problems caused by the epoxy 
ring are removed by the recent installation of active 
collimators. 

For the silicon detectors, the resolution is about 
a factor of two worse than in the measurements 
performed by the manufacturer with an optimized 
system, but is fully acceptable for the purpose here. 
The resolution of the Csl(Tl) detector for the source 
of alpha particles might appear poor ( ~ 9%), but 
one should keep in mind that to deposit 5 Me V in 
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Fig. 10. Measured energy spectra for alpha particles from the 
241 Am source {5.48 MeV). {a) /1£1 detector (60 µm silicon), (b) 
11E2 detector (500 µm silicon), and (c) E detector (3 cm Csl). 

the CsI, the alpha particle must have an energy of 
almost 40 MeV when entering the telescope, and 
thus the relative resolution for such a particle is of 
course higher. For particles of higher energies, the 
relative resolution of the Csl detectors is expected 
to be much better (about 2% at 80 MeV). 

The energy resolution of a full telescope can be 
studied by adding the calibrated pulse heights from 
all three detectors. With the 95 MeV neutron beam, 
having a main peak width of 0.9 Me V (FWHM), on 
a 0.5 mm thick carbon target, the observed overall 
energy resolution in the 20° telescope is 2.0 and 2.3 
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MeV for the 12C(n,p)12Bgs and 12C(n,d)11 Bgs reac­
tions, respectively. By subtracting the width of the 
neutron peak (0.9 Me V) and the energy loss in the 
target (0.7 and 1.2 MeV for protons and deuterons, 
respectively), the intrinsic energy resolution of the 
telescope is about 1.7 MeV for both particle types 
at the highest energies (about 80 MeV). 

3.5. Low-energy neutron rejection 

Before rejection of low-energy neutrons, the neu­
tron TOF has to be constructed. The TDC registers 
the time difference between the MASTER signal 
and the cyclotron RF. Using the information on 
which telescope, and which detector of that tele­
scope, generated the MASTER signal, the TDC 
data can be assigned to every event. 
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The measured TOF is the sum of the flight times 
for the neutron and the charged particle. Since the 
energy and mass of the charged particle are deter­
mined with the telescope, its flight time over the 
known target-to-detector distance can be cal­
culated. Subtraction of the charged-particle flight 
time from the total TOF then yields the neutron 
TOF. 

After the neutron TOF information is assigned 
to every event, it is possible to create a two-dimen­
sional plot of the neutron TOF versus charged­
particle energy. Fig. 11a shows an example of such 
a plot for protons from the 12C(n,xp) reaction. The 
horizontal dark band in the upper part of the figure 
represents particles associated with the full-energy 
neutrons. This band shows up as a clear peak in 
Fig. l lb, which is the projection onto the TOF axis. 

20 

0 

-20 

150 ,----------------, 

> 
Q) 

::';e 

'---
2 
C 
:J 

100 

8 50 

(c) 

0 ~___._ _ _..___.,______. _ _,__....____J.___,_.;:i__J 
0 30 60 90 

Proton Energy (MeV) 

Fig. 11. Two-dimensional scatter plot of neutron TOF versus proton energy for the 12C(n,xp) reaction at 20° and at En= 95 MeV. 

Neutrons corresponding to the full-energy peak appear as a horizontal band. A selection of protons associated with the neutron peak is 

illustrated with the full line contour. (b) Neutron TOF spectrum as projected from the scatter plot. (c) Proton energy spectra as projected 

from the scatter plot. Dashed histogram represents all data and solid histogram those events that fall within the neutron peak contour. 
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The width of the peak (FWHM) is about 6-7 ns, 
which includes the contribution from the duration 
of the cyclotron beam pulse (typically 2-4 ns). 

Due to the fact that the highest-energy protons 
produce the smallest signals in the silicon detectors, 
the timing fluctuations are larger at these energies, 
and thus the band in Fig. lla is wider at the 
high-energy end. Furthermore, the band shows 
some bending, which reflects walk effects of the 
CFD unit. This does not pose a problem, since the 
selection of protons associated with the full-energy 
neutrons can be made by a two-dimensional con­
tour enclosing the band, as is shown by the solid 
line in Fig. lla. This contour can be further tight­
ened to minimize the contribution to the spectrum 
from low-energy neutrons. Protons that satisfy the 
selection criterion are projected onto the energy 
axis and shown as the solid histogram in Fig. l lc. It 
can be compared with the corresponding proton 
spectrum created by neutrons of all energies, which 
is shown as the dashed histogram in the same 
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figure. The difference between the two spectra is 
due to events induced by low-energy neutrons. 

A similar example for the 12C(n, xd) reaction is 
shown in Fig. 12a-c. In this case, for which the 
silicon detector pulse heights are slightly larger, the 
walk is smaller and thus the width of the main 
neutron peak is smaller, i.e., less than 5 ns. Sub­
tracting the contribution from the beam pulse 
width, indicates that the intrinsic time resolution of 
the detection system is of the order of 2-4 ns. 

It should be pointed out that although the defini­
tion of the full-energy peak in the TOF spectra is 
relatively wide, and may cover neutrons from 75 to 
80 Me V and above, only a small fraction of these 
neutrons comes from below the 1 Me V wide main 
peak (see Section 2.1). 

Furthermore, the high repetition rate of the 
beam pulses, which at 95 MeV limits the TOF 
window to 58 ns, causes a wrap-around problem. 
Thus, it is not possible to distinguish 95 MeV 
neutrons from those of about 20 Me V created by 

(c) 

60 90 
Deuteron Energy (MeV) 

Fig. 12. Same as Fig. 11, but for the 12C(n, xd) reaction. 
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the previous beam burst, since the latter have the 
same TOF when the 58 ns is subtracted. This can 
be seen in Figs. 1 la and 12a, where the scatter 
pattern at the lower left corner continues at the 
upper left corner, where it is seen to interfere with 
the full-energy neutron band. In the general case, 
this problem can only be solved by increasing the 
time separation of beam bursts. Installation of 
a beam-kicker system, where only one pulse out of 
two, three, etc., is allowed to reach the target, is 
presently under consideration at the TSL. 

For the present application, the problem is more 
limited. For the reactions under study here, the 
Q-values are typically of the order of 15 Me V. This 
makes 20 Me V neutrons rather inefficient in cre­
ating particles, since reaction channels for emission 
of charged particles open slowly close to threshold. 
Thus, a small correction can be applied to the data 
by estimating the contribution from wrap-around 
neutrons using the (weak) tail outside the main 
neutron band, i.e., using the events found in the 
upper left corner of Figs. lla and 12a. 

3.6. Background subtraction 

Up to this point the data have been treated on 
event-by-event basis. Thus, to each event is as­
signed the particle type and the energy at the en­
trance to the telescope. In addition, the neutron 
TOF is assigned to each event, and those that fall 
outside the main neutron peak are rejected. For the 
remaining analysis procedures, data are sorted into 
different histograms according to the particle type. 
The histograms reflect the energy distributions of 
the different particles at the various telescope 
angles, i.e., the relative double-differential light-ion 
production spectra. 

The background (target-out) runs, which are 
analysed in the same way as the signal (target-in) 
runs in the event-by-event stage, are normalized to 
the same neutron fluence as the signal runs, correc­
ted for data acquisition dead time differences, and 
then subtracted on histogram basis. 

The background is dominated by protons, main­
ly going in the forward direction, thus affecting 
mostly the 20° telescope. These protons are be­
lieved to arise from neutrons in the beam halo, 
reacting in the beam tube wall at the chamber 
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Fig. 13. Target-out background (hatched area) for the final (a) 
12C(n,xp) and (b) 12C(n,xd) data at 20° and at En = 95 MeV 
(open histograms). 

entrance. For the 20° telescope the signal-to-back­
ground ratios are about 5: 1 and 7: 1 for protons 
and deuterons, respectively. In the case of alpha 
particles, the background is negligible. Fig. 13a and 
b illustrates observed typical proton and deuteron 
background spectra, respectively. Corresponding 
signal data, before background subtraction, are 
also shown for comparison. The newly installed 
active collimators reduce the mentioned relative 
background for both protons and deuterons by 
about a factor of three, thus giving a signal-to­
background ratio of 15-20: 1 for the used 0.5 mm 
carbon target. 

3. 7. Absolute cross-section normalization 

Absolute, double-differential cross-sections are 
obtained from the measured data using a compari­
son with the number of recoil protons emerging 
from a hydrogenuous target, and assuming that the 
np scattering cross-section is well known. The latter 
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Fig. 14. (a) Protons emitted from a 1.0 mm thick CH 2 target at 
En = 95 Me V detected by the 20° telescope (filled circles). A nor­
malized spectrum for a pure carbon target is shown as a histo­
gram. (b) The difference between the two spectra, corresponding 
to free np scattering. A Gaussian distribution has been fitted to 
the peak. 

has been measured at 96 MeV in a previous experi­
ment at TSL [36], and the absolute precision is 
believed to be better than 2%. 

The recoil proton peak is observed at forward 
angles using a 1.0 mm thick by 25 mm diameter 
CH2 target. After proper subtraction of the 
12C(n, xp) and target-out contributions, a pure re­
coil proton spectrum is obtained. This is illustrated 
in Fig. 14, where the upper panel shows the CH2 

spectrum at 20° (filled circles) and the correspond­
ing contribution from a pure carbon target (histo­
gram). The resolution of the CH2 spectrum is worse 
than that for the pure carbon target, since the CH2 

data were collected using a 7Li target twice as thick. 
The carbon spectrum has therefore been folded 
with a Gaussian resolution function to achieve ap­
proximately the same resolution as the CH2 data. 
The lower panel shows the subtracted spectrum, 
where essentially only the np scattering peak re-

mains. The width of the peak (6 MeV FWHM) is 
dominated by kinematic effects due to the solid 
angle of the telescope (about 5.5 MeV), but has also 
contributions from the width of the neutron peak 
(about 1.8 MeV), the energy loss of protons in the 
CH2 target (of the order of 0.6 MeV), and the 
energy resolution of the telescope (about 2 MeV). 

As can be seen in the figure, the number of counts 
in the peak, NH, can easily be extracted. From this 
number, one can calculate the cross-section per 
count for hydrogen, att/Ntt, which is used to calcu­
late the corresponding quantity, ax/Nx for the tar­
get under study (x): 

(4) 

where M is the molecular mass, t is the target 
thickness (mg/cm2), <I> is the relative neutron beam 
fluence (n/cm2) as determined by the monitors, and 
Q is the solid angle from the target to the telescope 
(sr). 

In the present carbon experiment, the studied 
element is present also in the CH2 target, and 
events originating from carbon relative to those of 
np scattering readily provide a direct measure; thus 
leaving the relative beam intensity determination as 
redundant information. 

The procedure described can only be used at 
forward angles, i.e., 0 = 20-40°. At larger angles the 
np scattering peak becomes wider, and it is not as 
clear to determine the peak content. Thus, only the 
most forward telescopes (and the most backward; 
after turning the telescope table) can be cross-sec­
tion normalized in this way. For the telescopes at 
other scattering angles, the same intrinsic efficiency 
is assumed. Furthermore, it is assumed that the 
energy dependence of the intrinsic efficiency of the 
Csl(Tl) crystals is small in the energy range of 
interest here. This assumption is supported by stud­
ies from other work [31]. 

We estimate the uncertainty in the absolute nor­
malization to be about 3.5%, with contributions of 
2% from the np cross-section, about 2% from the 
target thickness, and about 2% from the uncertain­
ty in the relative neutron fluence. 
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4. Corrections 

In measurements employing a low-intensity sec­
ondary beam, such as a neutron beam, relatively 
thick reaction targets have to be used to obtain 
a reasonable count rate. However, using a thick 
target results in distortions of the energy spectra, 
because of the energy loss within the target itself. At 
low energies, this could even mean that some of the 
particles are lost, since they have too small an 
energy to escape from the target. Some light can be 
shed on this problem by using, e.g., two different 
target thicknesses: a thicker one to obtain good 
statistics for high-energy particles, having small en­
ergy losses, and a thinner one for low-energy par­
ticles, especially alpha particles, that are subject to 
large energy losses. To determine the true double­
differential cross-sections, the measured spectra 
have in any case to be corrected for these effects. 

As a first step in such a correction scheme, we 
have developed a Monte Carlo code, CONNECT, 
to simulate the experimental set-up, taking the ge­
ometry and most of the relevant physics into ac­
count. In the CONNECT code, particles, sampled 
from a given energy distribution, are followed 
through the target and detection system. On their 
way, they undergo scattering from atomic elec­
trons, which causes them to lose energy. This is 
a statistical process, resulting in a straggling distri­
bution around the expected energy loss. If a nuclear 
reaction occurs, the primary particle is considered 
to be lost. More details about the code can be found 
in Ref. [ 45]. 

Thus, starting from a known, "true" energy dis­
tribution, CONNECT will generate a spectrum 
that can be compared with the experimental data. 
What we want, however, is the opposite: to generate 
the true spectrum from the measured distribution. 
This can be done in several ways, and once a "true" 
spectrum is generated, it can be checked by running 
CONNECT and compared with data. Several iter­
ations might be needed to obtain good agreement. 

To correct the measured data for energy loss in 
the target, a code module, CRAWL, has been writ­
ten. The code is based on a stripping technique, 
similar to the one described in Ref. [ 46]. CRAWL 
makes use of calculated energy-loss and straggling 
distributions for particles created at any point in 

the target, and for each energy bin i with mean 
energy E;, within which particles are created. We 
call these distributions the response function, R;(E). 
Thus, R;(E) is the spectrum seen by the detector 
after creation of nearly mono-energetic particles of 
energy E;, and shows an essentially rectangular 
distribution, caused by the target energy loss, with 
a diffuseness at the low-energy side reflecting the 
straggling. 

The true spectrum is obtained by unfolding the 
measured one, using the response function. Starting 
at the highest-energy bin, n, of the true spectrum, 
the response function, which extends also to lower 
energy bins (n - 1, n - 2, ... ), is calculated and fit­
ted to bin n of the experimental spectrum. The 
content, en, of the distribution is assigned to bin n of 
the true spectrum, and the distribution is subtrac­
ted from the experimental spectrum. The procedure 
is repeated for bin n - 1 of the true spectrum, and 
continues further down in energy. At the end, the 
experimental spectrum, Sexp, is thus represented by 

n 

Sexp(E) = L C;R;(E) (5) 
i= 1 

where the coefficients c; are the bin contents of the 
true spectrum. At a certain point, particles are 
created at such a low energy that those emerging 
from the first layers of the target cannot penetrate 
fully and thus cannot escape the target. This is also 
corrected for, and leads to breaking of the conser­
vation of number of particles. To lower the sensitiv­
ity to statistical variations of the experimental data, 
the spectra are slightly smoothed using a spline-fit 
method before running CRAWL. 

To get an estimate of the error in the true 
spectrum, 100 "experimental" spectra are sampled 
within the standard deviation of the data. As in­
dicated above, the content of energy bin i is corre­
lated to that of energy bin i - 1, i - 2, ... , and so 
on, and this is taken into account in the sampling. 
The stripping technique is applied, and from the 
100 estimates of the true spectrum, a calculation of 
the error is performed. 

Also other methods have been used to attack the 
problem of energy and particle loss in the target. 
Rezentes et al. [ 45] use a matrix-inversion tech­
nique to solve a Fredholm equation of the first 
kind, and their code is a development of the 
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Fig. 15. Results of various approaches to correct alpha particle 
spectra for energy and particle loss within the target. The present 
results are shown as filled circles, while those of Refs. [47] and 
[49] are shown as open squares and open diamonds, respective­
ly. The experimental data (triangles) are from the 12C(n, xot) 
reaction, measured at 20° and at 39.7 MeV neutron energy, 
using a 4.1 mg/cm2 thick polystyrene (CH) target [19]. 

previous work of Johnson et al. [ 48]. Slypen et al. 
[ 49] perform a Monte Carlo simulation of the 
experimental set-up and calculate the mean energy 
deposited in the target, the energy after the target, 
and the active fraction of the target, i.e., the fraction 
in which created particles can penetrate and escape. 
From the simulation, correction factors are deter­
mined, and then applied to the experimental data. 

The three mentioned methods have been com­
pared by performing correction calculations for 
alpha particles from the 12C(n, xci) reaction in a 4.1 
mg/cm2 polystyrene target at En = 39.7 MeV and 
at an angle of 20°. The data are from an experiment 
conducted at UC Davis [19]. The result is shown in 
Fig. 15. As can be seen, the spectrum using 
CRAWL is slightly higher than the others, but 
all three codes agree well within the errors. 
The corrected spectrum of Rezentes et al. [ 47] 
shows considerably smaller errors, probably re­
flecting the more pronounced smoothing used by 
that group, while the errors of Slypen et al. [ 49] are 
in between. 

5. Summary and conclusions 

In this paper, we have presented the new MED­
LEY facility, intended for measurements of neu-

tron-induced double-differential light-ion produc­
tion cross-sections for fast neutron cancer therapy 
and other applications, such as accelerator0 driven 
transmutation technologies and studies of single­
event upsets (SEU) in, e.g., computer electronics. 
The facility consists of eight particle telescopes, 
mounted in a large scattering chamber. Each tele­
scope is composed of two t1E silicon detectors and 
one Csl(Tl) E detector with photodiode readout. 
The telescopes are also equipped with active col­
limators in the form of thin plastic scintillators, 
coupled to small photomultiplier tubes. The facility 
can be used to acquire data with very good particle 
separation, wide energy and angular coverage, low 
energy threshold, and good energy resolution. In 
addition, the timing properties allow suppression of 
events from the low-energy neutron tail. 

We have performed an experiment on neutron­
induced light-ion production from carbon at 95 
MeV. The data have been used to illustrate the 
performance of the facility, and also to determine 
the response of the Csl(Tl) detectors for various 
light particles. It was found that the hydrogen iso­
topes do not show quenching oflight output at low 
energies; instead a small loss of light output was 
seen at several tens of MeV. 

Computer codes have been developed to simu­
late the experimental set-up, and to provide correc­
tions to the data for loss of energy and particles 
within the target itself. 

To conclude, the MEDLEY facility at TSL can 
be used to extend the scarce data base to higher 
energies, i.e., up to 100 MeV. It can also be used to 
measure light-ion production spectra with good 
precision and energy continuity, down to lower 
energies than is often the case. It is expected that 
the MEDLEY set-up can contribute in resolving 
considerable discrepancies found, e.g., between the 
UC Davis [20] and Louvain-la-Neuve [26-28] 
data in the low-energy domain. 
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Abstract: Double-differential cross sections of inclusive proton, deuteron and triton 

production induced by 95 MeV neutrons on carbon have been measured. Eight parti­

cle telescopes were used, covering the angular range 20° - 160°. The various charged 

particles were identified using i6..E - i6..E - E techniques. Integrated production cross 

sections, as well as partial kerma coefficients, are determined from the data. It is found 

that the proton kerma coefficient is 35% higher than that of a recent evaluation, leading 

to a total kerma coefficient that is about 25% higher. This supports a trend observed 

for similar data below 73 Me V. 

1 Introduction 

During recent years there has been an increasing demand on improved knowledge 

of dosimetry for neutrons in the several tens to hundreds MeV region. The reason 

is mainly the interest in fast neutron cancer therapy, since this modality has been 

shown to be beneficial for some tumour types that do not respond positively to 

conventional therapy. In addition, radiation protection for, e.g., air crews and 

personnel at accelerator laboratories or installations, has become an increasingly 

important issue. 
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A coordinated research program (CRP), organized by the IAEA, expressed 
that, with the exception of hydrogen, sufficiently accurate data for use in fast 
neutron therapy do not yet exist to allow neutron therapy to reach its full po­
tential (White et al. 1992, Broerse et al. 1997). High priority was given by 
the CRP to new measurements of double-differential charged-particle production 
cross sections and kerma coefficients for the most important elements in tissue, 
i.e., carbon, oxygen, nitrogen and calcium. Similar needs have repeatedly been 
emphasized (DeLuca et al. 1996, Chadwick et al. 1997). Double-differential data 
have recently been presented by Louvain-la-Neuve (Benck et al. 1998, Slypen et 
al. 2000) up to 73 MeV, and with the present work we have started to extend 
them further up to almost 100 MeV, a region where essentially no experimental 
data at all existed before. Such data are important to validate evaluations, in 
which complete sets of data are obtained by combining experimental and theo­
retical information. The most recent evaluation (Chadwick et al. 1999) can be 
considered as state-of-the-art in this context. 

To fulfill the goal of better nuclear data for neutron therapy and radiation 
protection, we have constructed a new experimental setup, MEDLEY, at the The 
Svedberg Laboratory (TSL) neutron beam facility in Uppsala. In this work, we 
present neutron-induced double-differential cross sections for production of hydro­
gen isotopes in carbon at En = 95 Me V, and from these data we extract partial 
kerma coefficients as well as an estimate of the total kerma coefficient at this en­
ergy. We consider the results as preliminary, since the data have limited statistics 
and were mainly acquired to characterize the MEDLEY setup. Nevertheless, the 
findings are of great interest and the lack of good statistics is not important for 
the integral quantities, i.e., total production cross sections and kerma coefficients. 

The experimental setup and the neutron facility are briefly described in sec­
tion 2, while the data reduction procedures are discussed in section 3. Double­
differential emission spectra of protons, deuterons and tritons, as well as differ­
ential and integrated cross sections and partial and total kerma coefficients, are 
presented and discussed in section 4. Finally, the conclusions of this work are 
given in section 5. 

2 Experimental setup and procedures 

The measurements were performed using the MEDLEY detector setup (Dangtip 
et al. 2000) at the neutron beam facility (Conde et al. 1990, Klug et al. 2000) 
of TSL in Uppsala. Protons from the Gustaf Werner cyclotron impinge on a 4 
mm thick lithium disc, enriched to 99.98% in 7 Li. Neutrons are produced by the 
7Li(p,n)7Be reaction, which gives a 95.0 ± 0.5 MeV full-energy peak and a rather 
flat low-energy continuum. After the neutron production target, the proton beam 
is bent into a beam dump, where the integrated charge can be measured. The 
neutron beam is delivered to MEDLEY, about 9 m downstream the lithium target, 



Dangtip et al. / Partial and total kerma coefficients ... 3 

through a system of collimators. 
MEDLEY consists of eight detector telescopes, mounted in a 1 m diameter 

scattering chamber, which is kept under vacuum during the measurements. The 
vacuum is terminated at the beam exit port with a 0.1 mm stainless steel foil, 
located about 40 cm from the inner wall of the chamber. The target under study 
is mounted in the centre of the chamber. The telescopes are positioned at 20° in­
tervals, covering the range 20° - 160° simultaneously. The 20° and 160° telescopes 
were placed at a distance of 28 cm from the carbon target to avoid interference 
of the neutron beam with these telescopes, while the rest of the telescopes were 
placed at a distance of 20 cm. The telescopes are arranged in two sets, one 
in the forward and the other in the backward hemisphere. The two sets can 
be interchanged without breaking of the vacuum. Each telescope consists of a 
f::lE - f::lE - E detector arrangement, with 50 or 60 µm and 400 or 500 µm f::lE 
silicon detectors, having an active area of 450 mm2, and a 30 mm thick by 40 mm 
diameter CsI(Tl) E detector. The latter has an additional thickness of 20 mm, 
which is tapered to 18 mm in diameter to match the photodiode readout system. 

All detector signals are processed by charge-sensitive preamplifiers, and output 
signals are generated for energy (E) and timing (T). The E branch is further am­
plified and shaped, and the pulse height is registered by an ADC. Time definition 
is obtained by feeding the T signals to constant fraction discriminators. The T 
branch is utilized only for the silicon detectors, since the T signal from the CsI(Tl) 
detector has too slow rise time ( a few µs) to be useful. For each telescope, a logic 
OR between the T signals from the silicon detectors are used to define an event 
for that telescope. A MASTER signal, triggering the data acquisition system, 
is created by a logic OR between all eight telescopes. The RF signal from the 
cyclotron is used as the time-of-flight (TOF) reference signal, and is recorded as a 
stop signal in one of the TDCs, as are the T signals from all the silicon detectors. 
The MASTER signal is used as common start for all TDC channels. The time 
between two consecutive RF signals, and thus between two beam bursts, is about 
58 ns at 95 MeV. Data are recorded on an event-by-event basis using SVEDAQ, a 
general purpose data acquisition system employed at TSL (Sundqvist and Nyberg 
1997). Data are split into two independent branches, one for on-line monitoring 
and the other to tape for subsequent analysis. The dead time of the system is 
typically a few per cent. 

The relative neutron beam intensity is monitored by integrating the proton 
beam current in the beam dump, and by measuring the number of neutron-induced 
fissions in 238U with a thin film breakdown counter (TFBC) (Prokofiev et al. 1999). 
The results of the two methods were in good agreement. 

The main data acquisition was done with two different carbon targets of natu­
ral isotopic composition, using about 18 hours of beam time for each. The targets 
have dimensions of 25 mm in diameter by 0.15 mm thick and 22 mm in diameter 
by 0.5 mm thick, respectively. The former was used to minimize the necessary 
energy loss corrections at low particle energy, while the latter gave good statistics 
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at high energy. In addition, a 25 mm diameter by 1 mm thick CH2 target was used 
for absolute cross section normalization, employing the well-known np scattering 
cross section. Background runs were performed without any target in the neutron 
beam. In the middle of the data taking period, the forward and backward sets of 
telescopes were interchanged, and the series of targets were repeated. The various 
runs were normalized to the same incident neutron fluence using the integrated 
proton beam current and the number of fissions in the TFBC monitor. 

3 Data reduction 

Data analysis is performed on an event-by-event basis, where the data are first 
sorted into separate files for each telescope. By generating two-dimensional plots 
of the pulse height of the llE1 versus llE2 and llE2 versus E detectors, respec­
tively, each event can be assigned a particle-type identification, and the data are 
further separated into files for each kind of particle. A two-dimensional plot of 
particle energy versus neutron flight time is used to identify particles associated 
with the main neutron peak, while those induced by low-energy tail neutrons are 
rejected. 

Energy calibration (Dangtip et al. 2000) of the silicon detectors is performed 
by determining the pulse height for the various particles at the point where they 
punch through the detectors, with the assumption of linear correspondence be­
tween pulse height and energy. Alpha particles from a 241 Am source are used to 
check the calibration curve for the first, thin llE detector. For the Csl detectors, 
the linear response assumption is no longer valid, and the calibration curve is de­
termined for each particle type by plotting the calculated energy, derived from the 
energy deposited in the second silicon llE detector and standard stopping power 
data, versus the measured pulse height. The obtained calibration is checked by 
comparing with pulse heights of resolved states in 12C(n,p) and (n,d) reactions, 
for which the energies are known. Adding the energy losses in the three detectors 
gives the incident energy for each charged particle. 

After these steps of event-by-event operations, the data are sorted into his­
tograms reflecting the particle emission energy spectra, i.e., the relative double­
differential cross sections. The energy bin width of the histograms is 1 MeV. The 
same procedure is applied to both the signal ( target in) and the background ( tar­
get out) runs. After normalization to the same neutron fluence, the background 
runs are subtracted from the signal ones. 

The CH2 data are treated in a similar way. After proper subtraction of target­
out and 12C(n,xp) background contributions, the cross section per count and in­
cident neutron is determined from the np scattering peak, using data previously 
published at a similar energy (Ronnqvist et al. 1992, Olsson et al. 2000). This 
normalization coefficient is then applied to the carbon histograms to obtain the 
absolute cross section. The uncertainty in the absolute cross section determination 
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is estimated to be about 3.5% (Dangtip et al. 2000). 
Because of the finite thickness of the reaction targets, the particle spectra are 

slightly distorted due to energy losses within the target itself. Correction factors 
for such distortions, which can be considerable at the lowest particle energies, were 
calculated using a Monte Carlo code (Slypen et al. 1994). The corrected data 
from the two different target thicknesses show no systematic differences. This fact 
is taken as a verification that the correction calculations are under good control. 

4 Experimental results and discussion 

4.1 Cross sections 

4.1.1 Double-differential cross sections 

Because of the limited statistics obtained in this preliminary experiment, the final 
double differential cross sections for production of protons, deuterons and tritons 
at an incident neutron energy of 95 Me V are presented using rather wide energy 
bins, i.e., 2 MeV for the energy range 3 - 15 MeV and 8 MeV for the region 
above 15 MeV. The binning is identical to that used in the recent evaluation 
(Chadwick et al. 1999), which facilitates a comparison between the experiment 
and the evaluation. 

Double differential cross sections for proton and deuteron production at angles 
of 20°, 40°, 80° and 120° are shown in Figs. 1 and 2, respectively. Data obtained 
with the 0.5 mm thick target are shown as filled circles and those with the 0.15 mm 
thick target as open circles. The error bars represent a combination of statistical 
errors and uncertainties in the correction procedure, with the latter dominating at 
the lowest energies. As can be seen, the low-energy threshold for protons is about 
3-4 Me V, while it is slightly higher for deuterons. The solid histograms represent 
the evaluation (Chadwick et al. 1999). Since the evaluation is not tabulated at 
95 Me V, a linear interpolation between 90 and 100 Me V was made for each bin. 

For both types of particles, the spectra show a monotonically decreasing trend 
with energy for angles larger than 40°. This is what would be expected for particle 
emission after statistical equilibrium of the absorbed projectile energy, and the 
measured spectra are well described by the evaluation. However, at forward angles 
the spectra deviate from this behaviour by showing a marked structure at high 
energy. In the case of deuterons, this can be easily understood as direct (n,d) 
proton pick-up reactions, leaving the residual nucleus in the ground state or in 
a low-lying excited state. This is well described by the evaluation, although the 
interpolation between 90 and 100 MeV smears out the ground-state peak. 

For protons, a broad bump is observed at 20° in the mid-energy region, and 
the experimental data are about a factor of two higher than the evaluation. This 
deviation, although smaller, is observed also at 40°, but at l~er energy. A similar 
behaviour is seen also in the corresponding Louvain-la-Neuve data at 72.8 MeV 
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(Slypen et al. 1995). The origin of this effect could be a strong component of a 
direct, or semi-direct, reaction mechanism. Quasi-elastic scattering, i.e., scattering 

of the projectile neutron from a target proton, is not expected to play a major role 
at the low incident energy of the present experiment, but would cause a forward­

peaked, broad bump, that decrease in energy with increasing scattering angle, in 

accordance with the present data. Other mechanisms of preequilibrium reactions 

could also be involved. The dotted curves represent a calculation (Chadwick 2000) 
for the 12C(p,xp) reaction at 96 Me V with a new Monte Carlo preequilibrium 

model (Blann and Chadwick 1998). This calculation gives a better account of 

the forward-angle data, although the cross section is slightly underestimated at 

low energy and large angles. This is not surprising, since the model does not yet 
include equilibrium emission, and is therefore not expected to be reliable below 

about 15 - 20 MeV. 
The triton emission spectra are decreasing with energy at all angles. The 

statistics is slightly worse than that for the deuterons. No evaluated spectra for 

comparison are available. 

4.1.2 Differential and integrated cross sections 

Integrated cross sections are obtained as a two-fold integral of the double-differen­
tial data over energy and angle, i.e., 

ff d2 0" 

(J" = d0,dE(0, E) d0, dE. (1) 

The integration can be performed either over energy or angle first. In this work 

we used both ways, to get a consistency check of the procedures used. 
Thus, energy-differential cross sections were determined by first integrating 

over the scattering angle 0, 

(2) 

To this end, Legendre polynomial expansions were fitted to the data for each en­

ergy bin i. The cross sections from both target thicknesses were used for these fits. 

At the highest energy bins the angular distributions are rather steep, which calls 

for a polynomial of high order. To avoid overparameterisation in those cases, some 

artificial points, with large errors, had to be added at large angles to smoothly 

guide the fit. This procedure has negligible consequencies for the integrated cross 
sections. 

The resulting energy-differential cross sections for production of protons, deu­
terons and tritons are shown as filled circles in Fig. 3. Also shown are the corre­

sponding proton and deuteron spectra from the evaluation (solid line). As can be 

seen, the experimental data are remarkedly well described by the evaluation, with 
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the exception of the mid-energy range for protons discussed above, and at some­
what lower energy for deuterons. Also shown is the preequilibrium calculation for 
protons, which describes the mid-energy range well. 

Integrated cross sections were obtained simply by summing over all energy 
bins, 

(3) 

where !::i.Ei is the width of the i-th energy bin. Because of the low-energy threshold, 
only the experimental data from 5 Me V and upwards were taken into consider­
ation. The integrated cross sections obtained with this method are given in the 
first row of Table 1. 

Table 1: Cross sections for charged-particle production in 12C + n reactions at 
95 MeV. The errors given for the measured data in the first and second rows are 
due to counting statistics and the energy-loss correction, while for the average 
( third row) a systematic error of 9% is also included. 

Cross section ( mb) Protons Deuterons Tritons 

O"meas (from eqs. 2 and 3) 164.8 ± 3.1 70.1 ± 1.5 21.2 ± 0.8 
O"meas (from eqs. 4 and 5) 167.9 ± 3.5 71.2 ± 2.1 23.6 ± 1.3 
O"meas ( average; total errors) 166.4 ± 15.4 70.6 ± 6.7 22.5 ± 2.4 

O"extrap (Chadwick et al. 1999) 39.1 ± 3.9 19.5 ± 2.0 7.0 ± 1.4 

(T 205.5±15.9 90.1±7.0 29.5±2.8 

Angle-differential cross sections were obtained by first summing the data over 
all energy bins for each angle, 

(4) 

Cross sections from the evaluation were used for the two lowest energy bins, as 
described below. The angular distributions for protons, deuterons and tritons, 
for both the thick ( filled circles) and thin ( open circles) targets, are shown in 
Fig. 4. The solid lines represent the corresponding quantity from the evaluation. 
As can be seen, the experimental proton data show a stronger forward peaking 
than the cross sections from the evaluation, while the deuteron distribution is well 
described at forward angles. On the other hand, the experimental data are higher 
than the evaluation above 60° in this case. 
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Integrated cross sections were obtained by fitting Legendre polynomials to the 
experimental angular distributions, 

(5) 

as is indicated by the dashed lines in Fig. 4. In these cases, the polynomial 
order could be kept reasonably low while achieving a good fit. Similar fits were 
performed to the experimental data only, i.e., to angular distributions of data 
above 5 Me V. The result of these fits are presented in the second row of Table 1. 

The cross sections determined with the two methods agree within the statis­
tical errors. The first method gives slightly smaller errors, which is caused by 
the artificial information introduced in the Legendre polynomial fitting. For the 
average of the two methods, given in the third row of Table 1, we keep the more 
correct statistical errors from the second method, and add in quadrature a sys­
tematic error of 9% ( see below). To extrapolate to zero energy, cross sections from 

the evaluation were used for the two lowest bins, i.e., 0 - 3 MeV and 3 - 5 MeV. 
Since no evaluation exists for tritons, the proton distribution, scaled by a factor 
of 0.18 to fit the data in the 7 - 30 MeV range, was used for extrapolation in this 
case (dashed histogram in Fig. 3). The extrapolated cross sections (0 - 5 MeV) 
are given in the fourth row of Table 1. An error of 10% has been assigned to 
the extrapolated cross section for protons and deuterons, while the lack of calcu­
lated data for tritons suggests a larger uncertainty, i.e., 20%. As our final cross 
section results, given in the last row of Table 1, we take the average values of 
the two methods of analysis ( third row), and add the extrapolated cross sections 
(fourth row). The errors of the final cross sections are obtained by adding the 

corresponding errors in quadrature. We note that the measured fraction of the 
total cross sections is around 80%, which is considerably more than in the work 
of Louvain-la-Neuve' (Slypen et al. 2000). The reason is that we have a lower 
threshold, especially for deuterons and tritons, and that the present measurement 
gives spectra that extend to much higher charged particle energy. 

Fig. 5 shows integrated cross sections for protons, deuterons and tritons from 
the present work (filled circles), Louvain-la-Neuve ( open circles) (Slypen et al. 

2000) and UC Davis (open squares) (Subramanian et al. 1983), as well as the 
evaluation (solid lines) (Chadwick et al. 1999). The new points at 95 MeV fit 
nicely into the trends given by the lower-energy data. Furthermore, the Louvain­

la-Neuve and the present data are systematically higher than the evaluation for 
all energies, especially for protons. 

4.2 Kerma coefficients 

Partial neutron kerma coefficients, i.e., the kerma for production of a specific 
charged particle per unit neutron fluence, can be obtained directly from the mea­
sured microscopic cross sections, using a two-fold integral of the energy-weighted 
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double-differential cross section over energy and angle, 

ff d2(j 

kiJ> = N E dDdE(0, E) dD dE, (6) 

where N is the number of target nuclei per unit mass. 
Adding these partial kerma coefficients, including also values for particles not 

measured in the present work, gives an estimate of the total kerma coefficient for 
carbon at 95 MeV. No experimental kerma determination at such a high energy 
has been obtained previously. 

4.2.1 Partial kerma coefficients 

As was the case for the integrated cross sections, the two-fold integration was per­
formed in two ways. First, the angle-integrated energy distributions determined 
according to eq. 2 were used to calculate the partial kerma coefficients through 

(7) 

where i denotes the energy bin number and Ei is the mean energy of the bin. The 
result of this analysis, for energy bins from 5 Me V and upwards, is given in the 
first row of Table 2. 

Table 2: Partial kerma coefficients for charged-particle production in 12C + n 
reactions at 95 MeV. The errors given for the measured data in the first and 
second rows are due to counting statistics and the energy-loss correction, while 
for the average ( third row) a systematic error of 6% is also included. 

Kerma coefficient (fGy m2) Protons Deuterons Tritons 

kiJ>,meas (from eq. 7) 4.29 ± 0.10 1.78 ± 0.04 0.38 ± 0.02 
kiJ>,meas (from eq. 8) 4.34 ± 0.12 1.72 ± 0.07 0.36 ± 0.02 
kiJ>,meas ( average; total errors) 4.32 ± 0.29 1.75 ± 0.13 0.37 ± 0.03 

kiJ>,extrap ( Chadwick et al. 1999) 0.08 ± 0.008 0.04 ± 0.004 0.02 ± 0.004 

kif! 4.40±0.29 1.79±0.13 0.39±0.03 

Second, the double-differential data for each angle were summed with respect 
to the energy bins, after multiplication with the mean bin energy, Ei, and the 
bin width, 6-Ei. Only data above 5 Me V were taken into consideration. The ob­
tained angular distributions were subsequently fitted with Legendre polynomials 
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to obtain the kerma coefficients. Thus, the procedure followed was 

(8) 

and the result is given in the second row of Table 2. 
Also for the kerma, the two methods give consistent results within the errors. 

For energies below 5 MeV we used evaluated data (Chadwick et al. 1999) to 
obtain an extrapolation to zero energy. Final partial kerma coefficients for protons, 
deuterons and tritons, as given in the last row of Table 2, are obtained by adding 
the average of the measured values from the two methods of analysis ( third row) 
and the extrapolated values (fourth row). Because of the energy weighting in the 
calculation of kerma coefficients, the extrapolated data only account for 2 - 5%, 
and thus the values given can be considered to be fully experimental. 

The partial kerma coefficients are shown in Fig. 6 ( filled circles) together with 
corresponding data at lower energy from Louvain-la-Neuve (open circles) (Slypen 
et al. 2000) and UC Davis (open squares) (Romero et al. 1985). As for the 
integral cross sections, the new data at 95 MeV fit well into the trends of the lower 
energy kerma coefficients. The evaluation ( solid line) is close to the deuteron data, 
although slightly low, while it seriously underestimates the kerma coefficient for 
protons. The deviation increases with energy from about 40 Me V, and amounts 
to 35% at 95 MeV. 

4.2.2 Total kerma coefficient 

To get an estimate of the total kerma coefficient for carbon at 95 Me V, the partial 
coefficients for protons, deuterons and tritons from Table 2 were added to the 
corresponding values for alpha particles, A > 4 recoils and elastic recoils of the 
evaluation (Chadwick et al. 1999). Since the systematic errors for the three mea­
sured particles are not independent, they were added linearily, while the statistical 
errors were added in quadrature. The partial kerma coefficents taken from the 
evaluation were assigned errors of 10%, which were also added linearily for this 
portion. The total error was obtained by quadratically adding the errors of the 
experimental and evaluation parts. In this way we obtain a total kerma coefficient 
of k11 = 8.59 ± 0.46 fGy m2• The various contributions are given in Table 3, where 
it can be seen that the present experiment accounts for 77% of the total kerma 
coefficient. 

The present result is plotted in Fig 7, together with other determinations from 
microscopic cross sections ( filled symbols) (Romero et al. 1985, Slypen et al. 
2000) as well as from integral measurements (open symbols) (Schuhmacher et al. 
1992, Schrewe et al. 1992, 1995, 2000). The recent evaluation (Chadwick et al. 
1999) is also shown. For the integral measurements, only data above 30 MeV have 
been included. The experimental data are well described by the evaluation up to 
about 40 MeV, where a deviation starts. The integral measurements, which agree 
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Table 3: Estimate of the total kerma coefficient for 12C + n at 95 MeV. 

Energy transfer by 

Protons (present work) 
Deuterons (present work) 
Tritons (present work) 

Alpha particles (Chadwick et al. 1999) 
A> 4 recoils (Chadwick et al. 1999) 
Elastic recoils (Chadwick et al. 1999) 

Total kerma coefficient 

4.40 ± 0.29 
1.79 ± 0.13 
0.39 ± 0.03 

1.37 ± 0.14 
0.51 ± 0.05 
0.13 ± 0.01 

6.58 ± 0.42 

2.01 ± 0.20 

8.59±0.46 

11 

well with the evaluation, are systematically lower than the microscopic ones in 
the 50 - 70 MeV region. In fact, the microscopic data can be well described by a 
straight line between 40 and 100 Me V, as is indicated by the dashed line in the 
figure. The present kerma coefficient at 95 MeV is about 25% higher than the 
corresponding value of the evaluation. 

4.3 Systematic errors 

In addition to errors due to counting statistics and to the target-related energy-loss 
corrections, several sources of systematic errors come into play. The normalization 
of signal and background runs, as well as those with the CH2 target, to the same 
neutron fluence, is estimated to have an accuracy of 2%, based on the fluctuations 
between the two methods used. The absolute normalization using np scattering 
is believed to be accurate to within 3.5% (Dangtip et al. 2000). 

There is a finite probability that a charged particle stopping in a Csl detector 
undergoes a nuclear reaction before coming to rest. In such a reaction, energy is 
lost or transfered to other ( charged or uncharged) particles. This normally means 
a loss of light, and consequently the particle will be registered at too low energy 
in the spectrum, or being totally lost. In the former case, the integrated cross 
section will not be affected while the kerma will, because of the distortion of the 
spectrum. However, in the latter case both the cross section and the kerma will be 
reduced. Based on total reaction cross section data ( Carlson 1996), we estimate 
these effects to be less than 3% in the energy region of interest here. 

The TOF gate, applied to the data to cut out only neutrons related to the main 
peak of the incident neutron spectrum, has a finite width in accordance with the 
finite time resolution, and thus the data contain a small fraction of events caused 
by the low-energy neutron tail. By applying TOF gates with various widths, we 
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have estimated that the maximum amount of such events is about 7%. These 
are not evenly distributed over the spectrum; the effect is at maximum at low 
charged particle energy, while it is absent at the highest energies. Thus, the 
kerma determinations will, because of the energy weighting, be less affected than 
the cross sections, and we estimate the uncertainty in this case to be half of that 
for cross sections, i.e., 3.5%. 

To conclude, we estimate, by adding the various contributions in quadrature, 
the total systematic error to be 9% for the integrated cross sections and about 6% 
for the kerma determinations. 

5 Conclusions 

In the present work, double-differential cross sections of inclusive proton, deuteron 
and triton production, induced by 95 Me V neutrons on carbon, have been mea­
sured. The measurements were performed with a recently installed experimen­
tal setup, MEDLEY, which consists of eight three-detector particle telescopes, 
mounted in a 1 m diameter scattering chamber. The data cover the angular range 
20° - 160° and secondary particle energies from 3 - 4 MeV and upwards. 

It is found that the proton spectra have a higher cross section in the mid- to 
high-energy range at forward angles compared to a recent evaluation ( Chadwick 
et al. 1999). This feature is probably caused by a stronger component of direct 
reaction mechanisms, e.g., quasi-elastic scattering, and leads, because of the en­
ergy weighting, to a partial kerma coefficient that is 35% higher. Since protons 
give a large contribution to the total kerma, our value, k<I> = 8.59 ± 0.46 fGy m2, 

is about 25% higher than that given in the evaluation. Our data, both concerning 
cross sections and kerma coefficients, support a trend observed for similar data 
below 73 MeV (Slypen et al. 2000). 

In the nearest future, we will analyse recently taken carbon data, which have 
better statistics than in the present experiment, with the objective to obtain 
smaller errors, and also cross sections and kerma coefficients for production of 
helium isotopes. With the better statistics, it will also be possible to extract data 
in the 60 - 95 Me V energy range, by employing the low-energy neutron tail with 
other TOF gates (Benck et al. 1998, Slypen et al. 2000). Thus, the 95 MeV data 
will be directly connected to the lower-energy data of Louvain-la-Neuve. 

The next experiment will be devoted to similar measurements on oxygen. 
These measurements are considered important, since large discrepancies between 
different measurements exist for this nucleus (Chadwick et al. 1999). Further­
more, good data on oxygen will as well facilitate a determination of the car­
bon/ oxygen kerma ratio, which is of great use in dosimetric applications. 

New data at an even higher energy, e.g., 150 MeV, is of high priority to better 
understand the evolution of various reaction mechanisms with neutron energy, 
and ultimately to resolve the problems of increasing discrepancy between data 



Dangtip et al. / Partial and total kerma coefficients ... 13 

and theory with increasing energy. Such a measurement is being planned at TSL 
in Uppsala. 
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Figure captions 

1. Double-differential cross sections at 0 = 20°, 40°, 80° and 120° for the 
12C(n,xp) reaction at 95 MeV. Filled and open circles correspond to mea­

surements using a 0.5 mm and 0.15 mm thick target, respectively. Solid his­

tograms represent evaluated data (Chadwick et al. 1999), and dotted curves 

are from a preequilibrium calculation of the 12C(p,xp) reaction ( Chadwick 

2000). 

2. Same as Fig. 1 but for the 12C(n,xd) reaction. 

3. Angle-integrated energy distributions for protons, deuterons and tritons 

from the 12C(n,x) reaction at 95 MeV (filled circles). Solid histograms rep­

resent evaluated data (Chadwick et al. 1999), and the dotted curve is from a 

preequilibrium calculation of the 12C(p,xp) reaction ( Chadwick 2000). The 

dashed histogram is the evaluation for protons, scaled by a factor of 0.18 to 

fit the triton data in the 7 - 30 Me V range. 

4. Energy-integrated angular distributions for protons, deuterons and tritons 

from the 12C(n,x) reaction at 95 MeV. Filled and open circles correspond to 

measurements using a 0.5 mm and 0.15 mm thick target, respectively. Solid 

curves represent evaluated data (Chadwick et al. 1999), and dashed curves 

are Legendre polynomial fits to the experimental data. 

5. Integrated cross sections for production of protons, deuterons and tritons 

in carbon versus incident neutron energy. The filled circles represent the 

present work, open circles are from Louvain-la-Neuve (Slypen et al. 2000) 

and open squares from UC Davis (Subramanian et al. 1983). Solid curves 

represent evaluated data ( Chadwick et al. 1999). 

6. Partial kerma coefficients for production of protons, deuterons and tritons 

in carbon versus incident neutron energy. The filled circles represent the 

present work, open circles are from Louvain-la-Neuve (Slypen et al. 2000) 

and open squares from UC Davis (Subramanian et al. 1983). Solid curves 

represent evaluated data (Chadwick et al. 1999). 

7. Total kerma coefficients for the 12C + n reaction versus incident neutron 

energy. The various symbols are explained in the figure. The dashed line 

is an eye-guide to the data from microscopic measurements in the region 

40-100 MeV. 
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Working Party on International Evaluation Co-operation 

Summary Record of the Twelfth Meeting 

Japan Atomic Energy Research Institute (JAERI), Tokai-Mura, Japan, 20- 21 June 2000 

Introduction 

The local organiser, A. Hasegawa, welcomed the delegates. The chairman, C. Dunford, opened 
the meeting and introduced T. Osugi, group leader in JAERI for nuclear transmutation systems and vice 
chairman of the NEA Nuclear Science Committee. T. Osugi welcomed the participants and informed them 

of the great importance that J AERI attached to the WPEC effort. 

Adoption of the Agenda 

The proposed agenda was adopted without modifications. 

Approval of the Summary Record of the Eleventh WPEC Meeting 

The summary record (NEA/SEN/NSC/WPEC(99)2) of the eleventh meeting of the Working 
Party was approved without corrections. 

Brief progress reports and discussion of the plans for each of the projects 

JENDL 

A. Hasegawa presented the status of the JENDL project. Work on the third revision of the 

JENDL-3 general-purpose file was well advanced and the JENI>L-3.3 library would be issued in FY2001. 

The main features of the new library are the inclusion of covariance information for the major elements 
and isotopes, addition of extra gamma-ray production data, adoption of isotope evaluation policy, rather 

than natural element evaluation policy, and updated or modified evaluations for a number of important 
isotopes. 

Among the JENDL special purpose files could be mentioned the update and release of the High 

Energy files, the PKA/KERMA file, and the Photonuclear data file in FY2000, and the release, material­
by~material, of the Actinide file in FY2001. The latter file has been developed in co-operation with 
Russian evaluators-through the ISTC project. · 
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FENDL 

D. Muir presented the IAEA FENDL project. Since the release of the FENDL-2 library. in mid 
1998, the main emphasis of the project has been on data validation and maintenance. The latest FENDL 
meeting, held in Obninsk in June 1999, concentrated on the validation of the activation, decay and 
dosimetry libraries. An improved activation sublibrary, called FENDL-2.1, will be issued as a result of this 
meeting. The IAEA NDS had also developed an interactive plotting facility called "FENDL in Pictures", 
using HTML and generated GIF pictures . 

. The IAEA CRP on "Compilation and Evaluation of Photonuclear Data for Application" had been 
completed and a draft version of the final report, entitled "Handbook on photonuclear data for 
applications", was distributed. 

JEFF 

R. Jacqmin gave an overview of the status of the JEFF-3 project. A test version of the JEFF-3 
general-purpose library had been produced in mid 1999. This library had then been processed using a 
different version of NJOY with subsequent correction of identified inconsistencies in the file. The 
benchmark testing will start in July 2000 and will continue for approximately one and a half years, before 
the file can be released to a wider audience. 

Work on the JEFF-3 special purpose files had_also started: The EFF project had contributed the 
latest version of the activation file (EAF-99) and the compilation of the decay data and fission yield 
libraries were well advanced. The compilation of the JEFF-3 intermediate energy file will start in 2001 
when the TAL YS code system will be available. 

CENDL 

Liu Tingjin informed WPEC of the status of the CENDL project. The CENDL-3 library, 
containing about 200 nuclides, will be completed in 2000. About 95 of the 133 planned evaluations in the 
general-purpose file have been completed so far. The work on the special purpose libraries continued and 
good progress has been made especially for the fission yield, photonuclear and prompt gamma-ray data'. 

The validation of the CENDL-2.1 library had continued in 1999. The library had been tested with 
the heavy water benchmark assemblies ZEEP-1, -2 and -3. The results were compared with similar 
calculations performed with ENDF/B-VI and WIMS-D libraries. The results for CENDL-2.1 were very 
good, having the same trends as ENDF/B-VI, but opposite trends to the WIMS-D library. 

ENDF 

C."Dunford reported on the progress achieved to date concerning the ENDF project. Release 7 of 
the ENDF/B-Vl library had been completed in April 2000. The release contained mainly new fission 
product evaluations together with new evaluations for Bi-209 and Cm isotopes. Release 8 will be reviewed 
at the next CSEWG meeting in November 2000. This release will also mainly contain new fission product 
evaluations. CSEWG is looking into the possibility of preparing an ENDF/B-VII library in tlie time franie 
of about 3 to 5 years.when the revised neutron standards should be available. 

Three results from data validation studies were reported. The first concerned a new LANL 
critical assembly, ZEUS, which has an intermediate energy spectrum. The results with ENDF/B-VI release 
4 using MCNP show an over-prediction of k0rr by about 0.5%. The second concerned the latest 235U 

3 



NENSEN/NSC/WPEC(2000)2 

evaluation from· ORNL, which showed 0.3 - 1.0 % lower criticality for fast and intermediate energy 
systems compared to previous 235U evaluations. The new ORNL 233U evaluation seems to have eliminated 
the previous under-prediction of kerr for thermal systems. 

Evaluation efforts in Korea 

J. Chang presented the status of nuclear data evaluation activities in Korea. These activities had 
started in 1997 with a total staff of 12 persons (8 regular and 4 temporary staff). Seven (7) staff members 
mainly devoted their efforts to evaluations, four (4) to processing and one (1) to computer operations. The 
evaluation efforts were devoted to fission products for burn-up credit of spent fuel, to intermediate energy 
data for accelerator driven systems, to charged particle data for medical applications, and to photonuclear 
data for different applications. The processing of evaluated data covered applications libraries such as 

. WIMS-D, ORIGEN-2 and MCNP libraries for reactor operations, CASMO-3 and HELIOS libraries for 
reactor core design and MA TXS library for PWR pressure vessel and dosimetry applications. 

A report on the experimental activities 

A. Carlson gave an overview of the US nuclear data measurement program. The group at ANL, 
headed by D. Smith, has made collaborative measurements using facilities both at JAERI, Japan and at 
IRMM, Belgium. A rather large effort is devoted to neutron activation cross-sections and a proposal for a 

. formation 9f a WPEC subgroup on this subject was presented. Among the· neutron data activities at the . 
LANSCE facility mentioned were total cross-section measurements for 31 elements and isotopes from 5 to 
560 MeV, gamma-ray production cross sections for oxygen, 235U, 238U and 239Pu, (n,charged-particle) 
measurements for silicon, 59Co, and 92'94'96Mo, and the installation of a new array of high-resolution gamma­
ray detectors called FIGARO. The measurements at the University of Massachusetts, Lowell, covered total 

. c 21Al 159Tb 169T d 235U d . l · · d · · cross sect10ns 1or , , m, an , an me ast1c scattenng or gamma-pro uct1on cross-sections 
for 169Tm and 159Tb. The NIST nuclear data activities included collaborative measurements with Ohio 
University and LANL of the hydrogen scattering cross-section at 10 Me V neutron energy, and preparations 
for measurements of iron non-elastic cross sections. Neutron spectra for the Be(p,n), B(d,n), Be(d,n) and 
Al(d,n) reactions have been measured at Ohio University with the Van de Graaff accelerator. Also at that 
facility, measurements of then; p, and a particies produced from 6Li and 1°B ions incident on 21Al and 28Si 
targets ha~e been made to provide level density and spin cut-off information. At ORNL, linac 
measurements focused on resonance parameter determination have been made of 233U fission, 21Al capture, 
chlorine transmission and capture, and silicon capture. Neutron capture and transmission measurements on 
Zr, Nb, Mo, Sm, Nd, Ho; Er, Tm, Hf, and W had been performed at the RPI linac. Significant 
improvements to the linac are now underway and should be completed this fall. 

H. Weigmami presented the measurements performed at IRMM, as well as at Uppsala University, 
Sweden, and University of Hannoyer, Germany. The total and capture cross-sections of 99Tc and 237Np, high 
resolution inelastic scattering cross-section of Fe and 208Pb and capture cross-sections of Pb, Bi, 232'fh and 
Kr-isotopes had been measured ai the Gelina accelerator. A group at IRMM had also studied Doppler 
broadening of neutron resonances. The Van de Graaff accelerator had mainly been used for measurements 
of activation and inelastic scattering cross-sections and fission fragment yields and cross-sections. The 
efforts at Uppsala University covered mainly n-p and elastic neutron scattering as well as (n,xp) and (n, 
charged-particle) cross-section measurements for ADS applications. The group at Hannover used a number 
of European and US accelerators to measure activation cross-sections at intermediate energies and the 
production of radioactive isotopes by protons. 

M. Salvatores complemented the European picture by mentioning some additional important 
measurement projects. The projects mentioned were the 'EC sponsored HINDAS intermediate energy data 
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measurement co-operation on Fe, Pb and U, the new nTOF facility at CERN and the French GEDEON 
project. M. Salvatores also highlighted the need to report on integral data measurements at WPEC 
meetings, as the results from these integral experiments are often used to validate evaluated data files. 

M. Baba presented the Japanese nuclear data measurement activities. Fission neutron spectra of 
231Tb, 233U and 238U were measured at Tohoku University, as well as neutron elastic scattering cross-sections 
and double differential cross-sections at 55 to 75 MeV. The (n,p) cross-section on hydrogen had also been 
measured at 14.1 MeV. Capture cross-sections at low energies were measured at Kyoto University, at 
Tokyo Institute of Technology and at JNC. Activation cross-sections in the fast neutron range were 
reported from JAERI FNS, Nagoya University and Osaka University. In the high energy region there had 
been neutron production measurements at KEK in collaboration with both JAERI and Kyushu University. 
Riken and JAERI had co-operated with Tohoku University ori activation and elastic scattering data 
experiments in the energy region above 20 Me V. 

Liu Tingjin reported on the nuclear data measurements completed in 1999 in China. The 
following three areas had been covered: 
• neutron double differential cross-sections on 9Be and 6'7Li had been measured at Peking University and 

at China Institute of Atomic Energy (CIAE) respectively, 
• activation·cross-sections at Peking, Sichuan and Lanzhou Universities, and 
• fission product yields from 235U at CIAE. 

The WPEC discussed the new measurement facility nTOF under construction at CERN. M. 
Salvatores forwarded a request from the nTOF scientific programme committee to the WPEC to provide a 
list of experts that could be consulted in the measurement proposal review process. The WPEC agreed to 
establish such a list of experts and to send it to the chairman of the nTOF scientific programme 
committee, H. Flocard. The WPEC discussed also the possibilities for non-European measurement groups 
to use the nTOF facility. M. Salvatores was asked to find out the conditions and costs for such 
external groups to have access to the facility. 

Reports from the chairs of the longer term activities 

Subgroup A (Nuclear Model Codes) 

The WPEC chairman presented the subgroup status. report and_ a proposal for a workshop on 
nuclear model codes to be held in connection with the next WPEC meeting. The aim of the workshop 
would be to exchange information with other groups developing nuclear model codes and to clearly define 
the long-term goal of the present subgroup. · 

The WPEC felt that the subgroup should put more emphasis on the modularity and 
standardisation of the different codes under development to facilitate exchange of subroutines. The 
subgroup co-ordinators were requested to more clearly specify their short- and long-term goals and to 
clarify the relationship between the subgroup and IAEA projects, such as the RIPL project. The 
WPEC endorsed the proposed workshop on "Nuclear Reaction Statistical Models and C_ode 
Development" and would request NEA support for its organisation. 
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SubgroupB (Formats and Processing) 

The WPEC discussed the scope and working methods of the subgroup. It was felt that the 
subgroup was presently acting mainly as a mailbox for format proposals and that there was a need to have 
constructive discussions between the evaluation projects before finally submitting · proposals to the 
CSEWG format subcommittee. The Working Party suggested that A. Trkov, IAEA, take the leading 
role in this subgroup and be responsible for the circulation and discussfon of format proposals before 
their final submission to (;SEWG. 

The WPEC also discussed the maintenance and continued development of the NJOY processing 
code. This code has evolved into the standard processing code for evaluated nuclear data libraries and was 
extensively used by all of the participating evaluation projects. The WPEC expressed concern. about the 
future development of the NJOY code, considering the importance of the code, and would investigate 
possibilities to improve the situation. 

Subgroup C (High Priority Request List) 

The NEA Secretariat presented the status of the subgroup. Some work had been recorded but no 
new request list had been produced. The following three specific activities had been decided at the last 
WPEC meeting: 

• Update the present, rather extensive, request list with information on activities going on in relation 
to items in the list,-

• Reduce the present list to a real high priority request list, and 
• Establish an internationally agreed high priority request list for ATW/ADS type of systems. 

The work presented at the meeting covered a French effort to e.stablish a request list based on the 
validation of the JEF-2.2 library and the presentation of a revised Japanese High Priority Request List. A 
synthesis report of the French activity would be issued within a couple of months. 

The WPEC noted that the main support for the high priority request list was to be found in 
Europe and Japan. It was thus suggested, in order to have an active discussion within the group, to assign a 
co-ordinator from one of these two regions. It was agreed to ask T. Fukahori, Japan, to take the leading 

role in this subgroup. 

The WPEC confirmed the work programme mentioned above, as decided at the last meeting. 

Discussion on the status of ongoing and closing subgroups 

Subgroup 6 (Delayed Neutron Data) 

The NEA Secretariat had received the draft final report from the subgroup co-ordinator, 
A. d'Angelo, in the beginning of December 1999. The report had then been peer-reviewed by 
J. Rowlands, whose comments had been intensively discussed by the subgroup during the first half of 
2000. The main issue was the final recommendation for the delayed neutron data and associated 
uncertainty of 238U, for which inconsistent data sets existed. 

The WPEC decided that the report should not try to conclude on the 238U data, but rat];Ier 

highlight the discrepancy and leave the ~ssue to.be solved at a later stage. The report should be published 
before the end of August 2000. 
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Subgroup 7 (Nuclear Data Standards) 

The subgroup co-ordinator, A: Carlson, presented the progress. Most of the progress has been 
on the database. He informed the WPEC that the work to produce the new standard evaluations would take 
longer than initially foreseen. This was due both to the time needed to finalise on-going important 
experiments and also to develop new improved tools for understanding the small uncertainties, which can 
result from simultaneous evaluation and R-matrix analyses. An IAEA CRP would be started in support of 
this subgroup which will initially investigate corrections or algorithms used in standard error propagation 
in simultaneous evaluation or R-matrix analyses. 

The WPEC endorsed the future programme of work of the subgroup and · expressed its 
appreciation of the supportive IAEA CRP activity. 

Subgroup 9 (Fission Neutro_n Spectra) 

The WPEC took note of the progress report provided by the subgroup chairman, D. Madland. 
The work seemed to advance according to · schedule and .a draft final report was expected for the next 
WPEC meeting. 

) 

Subgroup JO (Fission Product Inelastic Scattering) . 

Following recent discussions with the subgroup co-ordinator, M. Kawai, the WPEC was 
informed that 70 per-cent of the final report had been written. The remaining 30 per-cent concerned mainly 
the integral validation of the results. This work would be undertaken in the second half of 2000. 

The WPEC agreed to extend the subgroup for one last year. G. Rimpault and R. Jacqrnin 
were assigned to be reviewers of the report and they would also be responsible for defining the deadline for 
the final report. · 

Subgroup 11 (Resonance Region or52Cr; 56Fe. and 58Ni) 

C. Nordborg informed the working party that F. Frohner had agreed to produce a final report 
before the end of 2000. The WPEC felt that the most important goal, that of including the resonance 
parameters in the evaluated data libraries, had been achieved and would welcome a document describing 
the work performed. It was agreed to prolong the subgroup for one last year, pending the final report. 

Subgroup 14 (Processing and Validation of/ntermediate Energy Evaluated Data Files) 

A. Koning had distributed the draft final report of the subgroup well before the meeting. The 
WPEC assigned M. Chadwick and T. Fukahori to review the report before publication. T. Fukahori 
informed the working party that he had already sent his comments to A.· Koning. M. Chadwick would be 
asked to provide his comments before mid August 2000, with the goal of having the report published by 
the end of September 2000. 
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Discussion of proposals for formation of new subgroups 

Neutron Activation Cross Section Measurements from Threshold to 20 MeV for the Validation of Nuclear 

Models and theirparameters 

H. Weigmann presented a proposal by A. Plompen for co-operation between groups that measure 

activation cross-sections and that also validate nuclear model calculations. 

The WPECfelt that the project should not be limited to 20 MeV, as there was presently a very 

strong interest in the intermediate energy region. In addition, it would be useful to include in the proposal a 

list of isotopes and energies at which the measurements would be performed, as well as a list of existing 

measurements. The need to co-ordinate this activity with the IAEA RIPL project was stressed and the 

relation between the two projects should be clearly defined. Japanese representatio'n in the subgroup should 

also be specified. 

The WPEC approved the establishment of the subgroup on condition that a revised 

proposal be issued before end of August 2000, taking into account the above mentioned comments and 

suggestions. 

Evaluation. Processing and Practical Use of Covariance Data for the Group-Constant Ad;ustment 

T. Kawano presented a proposal to start a subgroup on the evaluation, processing and .practical 

use of covariance data in evaluated data libraries. The objectives of the subgroup would be to: 

. • Develop methods for covariance evaluation, 
• Investigate the problems related to the processing of the covariance data, and 

• Perform the adjustment of nuclear data with covariance files. 

The WPEC expressed strong interest in the proposal, but felt that the scope was somewhat too 

ambitious and could probably not be completed within. the outlined time-schedule. It was suggested to 

reduce the scope to cover only evaluation methodology and processing of the covariance information, with 

special emphasis on the resolved and unresolved resonance regions. 

It was agreed that a revised proposal should be produced. This proposal would be reviewed 

at the next meeting of WPEC. Some preparatory work, within the reduced scope of the subgroup, could, 
_. . .. 

in the meantime, be undertaken. 

Any other business 

A discussion of the recent ENDF/B-VI (release 5) evaluation of U-235 was held. The discussion 

was initiated by a paper on the benchmark testing of this isotope presented at the Physor2000 conference 

by the group at Stuttgart University. The paper contained statements such as: "For LWR UOX fuel, 

however, there is too strong under-prediction of kerr if ENDF/B-VI release 5 for U235 is used. Since no 

clear dependence of the under-prediction on enrichment can be observed (except for highly enriched 

systems), one could conclude that the problem lies in the U-235 cross-section itself' and "the results are 

not acceptable neither for design calculations nor for criticality ~afety." It is not clear which data (235U, 238U, 

oxygen or other cross sections) might be responsible for the observed effect. 

As this information was too recent fo(a constructive discussion at this meeting, it was agreed that . 

the JEFF community would investigate the problem further and report back to WPEC when the 

complete picture concerning the U-235 was clearer. 
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Time and place of next meeting 

Following an invitation from the US delegation, it was decided to hold the next meeting of the 
Working Party in Santa Fe, USA, in April 12-13, 2001. 
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ANNEXl 

Subgroups Status 

Shorter term subgroups 

Topic Co-ordinator Status in June 2000 

1 52Cr, 56Fe & 58Ni data C.Y.Fu, USA Published 

2 Covariance files for Fe H. Vonach, Austria Published 

3 Thermal actinide data H. Tellier, France Published 
H. Weigmann, Geel 

4 238U capture and inelastic data M. Baba, Japan Published 

5 2-19Pu fission cross-section E. Fort; France Published 

6 Delayed Neutron Data A. d'Angelo, Italy Modifications to final report before 

end Aug. 2000 

7 Nuclear Data Standards A. Carlson, USA Ongoing 

8 Minor Actinide Data T. Nakagawa, Published 

.. H. Takano, Japan 

9 Fission Neutron Spectra D. Madland, USA Ongoing, to be completed in 2001 

10 Fission Product Inelastic Scattering M. Kawa~ Japan Final report well be/ ore next meeting 

11 Resonance Region of52Cr, 56Fe, and F.Frohne~ Germany Final report before end 2000 
ssNi 

12 Nuclear Model Validation M. Chadwick, USA Published 

13 Intermediate Energy Nuclear Data A. Koning, Holland, Published 

· Evaluation T. Fukahori, Japan 

14 Processing & validation of inter- A. Koning, Holland Ongoing review of final report; 

mediate energy data files Publication by Sept. 2000 

15 Self~shielding treatmentin the F. Frohner, Germany Published 

unresolved resonance region 

16 Nuclear Level Densities for 52Cr, 56Fe M. Chadwick, USA . Published. 
& ssNi 

17 Fission Product Cross-sections for Fast H. Gruppelaar, Published 

Reactors Holland 

18 Epithermal capture of 235U C. Lubitz, USA Published 

19 Activation cross-sections A. Plompen, IRMM Approved; proposal to be updated 

20 Evaluation and processing of T. Kawano, Japan Revised proposal to be reviewed at the 

covariance data next WPEC meeting 
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Longer term subgroups 

A. Nuclear Model Codes M. Chadwick, USA Clarification of goals needed; 
A. Koning, Holland workshop to be organised 

B. Formats and Processing A. Trkov, IAEA * Revision of working methods needed 

c. High Priority Request List T. Fukahori, Japan * New version to be compiled 

* Proposed at the WPEC meeting. To be confirmed 
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ANNEX2 

List of Participants at the Twelfth WPEC meeting 
Japan Atomic Energy Agency (JAERI), Tokai-Mura, Japan, 20- 21 June 2000 

WPEC Members: 

C. Dunford USA (Chairman/ENDF) 

C. Nordborg NEA (Secretary) 

M. Baba Japan (JENDL) 

A. Carlson USA (ENDF) 

E. Cheng USA (ENDF) 

R. Forrest UK (JEFF) 

A. Hasegawa Japan (JENDL) 

R. Jacqmin France (JEFF) 

D. Muir IAEA (PENDL) 

M. Salvatores France (ex. chairman) 

.K. Shibata Japan (JENDL} 

Liu Tingjin China (CENDL) 

R Weigmann IRMM (JEFF) 

T. Yoshida Japan (JENDL) 

WPEC Observers: 

J. Chang Korea 

T. Kawano Japan 
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·ANNEX3 

Documents presented at the Twelfth Working Group Meeting 
Japan Atomic Energy Agency (JAERI), Tokai-Mura, Japan, 20 - 21 June 2000 

IEC-209 Present status of JENDL project; A. Hasegawa 

IEC-210 Progress report on the Fusion Evaluated Nuclear Data Library (PENDL); M. Herman and D. 
Muir 

JEC.:211 Handbook on photonuclear data for applications; IAEA-TECDOC-Draft No. 3 

IEC-212 Status of Nuclear Data Evaluation Activity in KAERI; J. Chang 

IEC-213 Status of the JEFF-3 project; R. Jacqmin 

IEC-214 "~be ~esent Status of CENDL-3; Liu Tingjin 

IEC-215 Cross-section Evaluation Working Group Highlights; C.L. Dunford. 

IEC-216 U.S. Nuclear Data Measurement Activities; A. Carlson 

IEC-217 Experimental Activities at IRMM; H. Weigmann 

IEC-218 Status Report for NEA/WPEC Nuclear Model Code Activity; M.B. Chadwickand A. Koning 

IEC-219 Draft Proposal for a Workshop on Nuclear Reaction Statistical Models and Code 
Development 

IEC-220 Subgroup B: Formats and Processing, Status Report; R.W. Roussin 

IEC-221 Japanese High Priority Request List; T Fukahori and A. Hasegawa 

IEC-222. Status report from subgroup 6 and subgroup C; E-rr.iail from R. McKnight 

IEC-223 Status Report of Subgroup 7 to the NEANSC WPEC: Nuclear Data Standards Evaluation; A. 
Carlson · 

IEC-224 Subgroup 9 Status Report: Fission Neutron Spectra; D. Madland 

IEC-225 Processing and validation of intermediate energy evaluated data files: Draft final report for 
subgroup 14; A.J. Koning · · 

IEC-'226 WPEC Subgroup Proposal: Neutron Activation Cross-Section Measurements; A. Plompen 

IEC-227 WPEC Subgroup Proposal: Evaluation and Processing of Covariance Data; T. Kawano 
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Executive Summary 

The International Nuclear Data Committee (INDC) meets regularly to provide expert advice 
and guidance to the International Atomic Energy Agency in the field of nuclear data, and to assist 
the Nuclear Data Section (NDS) in the formulation of programme plans. Because of the new 
timetable, in which the IAEA programme and budget is prepared in even-numbered years, the 23rd 

meeting of the INDC was convened at IAEA Headquarters in Vienna, Austria, from 
24-26 May 2000, one year after the previous meeting (instead of the normal two-year spacing). In 
order to reduce costs, a meeting of three days was held instead of the usual five. 

At the request of the Agency, the Section's performance was not reviewed. This was because 
this topic is now reviewed by the PP AS process. The 23rd meeting focused on a plenary discussion 
of the data development activities being considered in the NDS for initiation in the 2002-2003 
biennium. These discussions examined in detail several potential Co-ordinated Research Projects 
(CRPs) of interest to IAEA Member States. Two CRPs, in particular, were highly recommended: 

• Production and decay data for therapeutic radioisotopes; and 

• Improved neutron standards cross sections for light elements. 

Two smaller-scale (non-CRP) data development projects were also highly recommended: 

• New international reactor dosimetry file, IRDF-2000; and 

• Data needs for societal applications. 

Following the review of data development plans, two working groups were formed, namely, 
Working Group 1 on "Nuclear Data Dissemination and Co-ordination", and Working Group 2 on 
"Technology Transfer and Training". 

At the request of the meeting attendees, the working groups also met in plenary, in order to 
permit participation of the full membership. The conclusions and recommendations of the working 
groups are given in the main report. Conclusions of particular note are as follows: 

• Data network co-ordination by the NDS is extremely important, and efforts must continue 
in the collection of numerical data and improvement of user services; 

• The traditional programme of nuclear data workshops organised jointly with ICTP, 
Trieste, should be expanded to the level of 5 weeks of training each· year; and 

• Active NDS participation in the Technical Co-operation Programme, to improve data 
access and to encourage more effective use of the data, is warmly applauded. 

The INDC emphasises that the NDS provides an excellent and essential service to all Member 
States in a cost-effective manner. Evidence grows of the increasing adoption of electronic means of 
data and information transfer (rather than postal transmission of magnetic media and hardcopy). 
The NDS continues to play a pivotal role in this rapidly-emerging technology as the primary 
international co-ordinator of nuclear data centre networks. 

Richard A. Meyer 
Chairman 
International Nuclear Data Committee 

June 2000 
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WORKING GROUP REPORTS 

WORKING GROUP 1: Nuclear Data Dissemination and Coordination 

The WG discussions were held in plenary session. 

J. Boldeman (Chair) 
A.L. Nichols (Secretary) 

The Working Group discussed the most recent activities of the NDS with respect to their 
dissemination and coordination roles. 

• CINDA has been issued in CD-ROM form, with the regular booklet; the INDC believes that hard 
copies remain important and both forms should be produced, but with greater emphasis placed on 
CD-ROMs; 

• EXFOR represents a primary product of the Nuclear Reaction Data Centre Network, coordinated 
by the NDS; the INDC acknowledges the excellence of this work and applauds on-going efforts 
to develop more user-friendly software to interrogate these files; 

• The NDS plays an active role in the accumulation of Evaluated Data Libraries from other sources 
and this important activity must continue; 

• Significant improvements continue to be made by NDS staff to facilitate data-user services. 
These welcome modifications are associated with electronic hardware, Web servers and 
graphical software. The INDC looks forward to the continuation of these efforts towards 
maintaining a leading presence in communications technology [for example, DVD-ROM or 
other high-density storage media, coupled to data centres through the Internet]; 

• NDS statistical quantification of nuclear data usage reveals the increased adoption of CD-ROMs 
and access to 1.-\l·.:\-~DS Web site. At the next meeting the INDC would welcome the 
presentation of t:4ui\aknt data from other nuclear data centres (e.g., NEA Data Bank, U.S. 
National Nuckar Data Centre); and 

• INDC members consider data network coordination extremely important and stress that this 
major NDS acti\·it~ must be maintained. 
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WORKING GROUP 2: Technology Transfer and Training 

The WG discussions were held in plenary session. 

M.A. Lone (Chair) 
A.L. Nichols (Secretary) 

Workshops 

• INDC encourages NDS to organise timely and appropriate workshops in conjunction with ICTP, 
Trieste. 

• IAEA/ICTP workshops should be run in an open manner, to encourage the attendance of new 
workers/advanced students from developed countries as well as attendees from developing 
countries. 

• INDC strongly endorses the Section's plan to offer 5 weeks of nuclear data workshop training 
each year in cooperation with ICTP, Trieste. In particular, the overall plan of offering a 5-week 
workshop on reactor related data in the even numbered years and 2 weeks of training in data for 
science and technology plus 3 weeks of nuclear structure data related training in the odd­
numbered years is well balanced and appropriate. 

• INDC strongly endorses initiation of the new series of IAEA/ICTP Workshops on Nuclear 
Structure and Decay Data (NSDD). There is an urgent need to hold the first Workshop in 2001 
to train young scientists in the state-of-the-art NSDD evaluation methods. This would reverse 
the present trend of diminishing expertise in many fields of applications, including medical, 
material analysis and safeguards. 

• INDC suggests that NDS develop a mechanism for formal feedback from workshop attendees to 
help in continual improvement of Workshop contents and operation. 

• INDC recommends the formulation of the following workshops: 
(i) Nuclear Data for Science and Technology: Nuclear Analytical Techniques; 
(ii) Repeat of Online Access to Nuclear Data; and 

(iii) Repeat of LINUX Operating Systems. 

Technical Co-operation 

• INDC recognises the excellent work of the NDS over the previous year with respect to 
technology transfer through the data services programme (utilization of Ghana Research Reactor­
I; mirror site in Latin America). 

• INDC notes that specific initiatives may be funded through the Technical Co-operation 
Programme. Specific suggestions were noted as possibilities for implementation within the TC 
framework: 
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(i) PC-server, Albania; 

(ii) Pressure vessel workshop (aging and dosimetry), Prague; and 

(iii) Other possible mirror sites. 

• INDC strongly supports continued active participation of the NDS in the Agency's TC 
programme for technology transfer of Nuclear Data Services. 

• INDC recognises and appreciates the significant technology transfer components of the NDS 
programme such as research contracts, workshops and visits of professionals from developing 
countries. 
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FULL REPORT 

23rd INDC MEETING 
IAEA Headquarters, Vienna, 24 - 26 May 2000 

1. Opening 

D.W. Muir (Head, IAEA Nuclear Data Section) welcomed INDC members only one year after 
their previous meeting. The biennial review and budget assessments within the IAEA have been 
adjusted from odd to even years, necessitating this 3-day INDC meeting only one year after the 22nd 

INDC meeting. Emphasis would be placed on work programmes to be possibly undertaken by the 
Nuclear Data Section (NDS) from 2002 onwards. Since a detailed review of previous NDS work 
was carried out one year ago, only a relatively brief description would be given of the progress 
made in 1999 (although a full report had been prepared (INDC(NDS)-414)). The Section expressed 
its gratitude to Committee member M.A. Lone for providing much needed assistance with the 
preparations for this INDC meeting. 

Various significant changes in personnel were noted: 

• R.A. Meyer (INDC Chairman) retires at the end of 2000. His good efforts over five years 
were highly praised, particularly his ability to forge strong links with senior IAEA 
management; 

• D. Muir (Head, IAEA-NDS) will retire before the next INDC meeting (in 2002); 

• P. Oblozinsky (Deputy Head, IAEA-NDS) resigned in March 2000 and has moved to NNDC, 
Brookhaven National Laboratory; and 

• A. Trkov (new Deputy Head, IAEA-NDS) has recently replaced P. Oblozinsky. 

Other changes are envisaged during the course of the next two years, including the retirement 
of specific INDC members and the nomination and appointment of new representatives. Regular 
replacement of members of the INDC has been a specification that has been neglected in recent 
years, and this issue will be addressed in an imminent review of the Terms of Reference of the 
INDC. 

Both J. Morales (IAEA-TC Department) and D.D. Sood (IAEA-Director of Division of 
Physical and Chemical Sciences) attended to listen and respond to the discussion of specific items 
of the agenda (TC projects within item B.2, and the wide-ranging debate on proposed NDS work 
programmes within item C.l, respectively). The INDC welcomed their attendance and thanked 
them for their key roles in support of these activities. 

2. Chairman's Remarks 

The INDC Chairman had noted the desire to focus the limited time of the INDC on the 
various NDS proposals for work beyond 2001 (including possible Coordinated Research 
Programmes (CRPs) and data development projects). While NDS staff would present progress 
reports covering 1999 (summarised below), the committee discussions would focus on the new and 
reformulated proposals for CRPs, other data development activities, data dissemination and user 
training (see Agenda, Appendix 1). 
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After some debate, INDC members agreed unanimously that all working group activities 
should be conducted in plenary session. Only two detailed reviews were judged to be necessary at 
this level: 

• Nuclear Data Dissemination and Coordination; and 

• Technology Transfer and Training. 

Detailed debate would also focus on the various proposals for new work programmes that 
could begin in 2002/2003 (as outlined in INDC/P(00)-1). 

Actions from the 22nd INDC meeting were considered (see Appendix 2). A number of these 
actions are designed to promote good communications between specific individuals and are judged 
to be continuous/on-going. Other actions are strongly linked with the activities of the NEA Data 
Bank and need to be pursued together by the two Agencies. Actions that arose during the course of 
the 23rd INDC meeting are listed in Appendix 3. 

3. Nuclear Data Section Review: INDC(NDS)-414 

3.1. Budget and Staffing 

Both the budget and staffing levels will remain stable in 2000 and 2001, with 10 professionals 
and 8 support staff, and total costs of approximately $2.2M per annum. There has been increased 
activity in the development and implementation of Technical Cooperation projects, and more NDS 
resources have been directed towards workshops and other training initiatives. 

During the previous two years there has been a significant increase in the number of 
documents made accessible through the IAEA-NDS Web site, and downloaded directly by users in 
Member States. The net result has been a reduction in the cost of printing hardcopies. 

Staff had devoted considerable time responding to the demands of the PP AS (performance 
assessment) of the Department of Nuclear Sciences and Applications (NA), and providing the 
necessary briefing material. D. Muir noted that there had been an unusually high level of turnover 
of professional staff (90%) in NDS between May 1996 and May 2000. 

The Terms of Reference of the INDC will have to be revised within the next year by D. Muir 
and R. Meyer (ACTION). While the PPAS of NA did not question the important role of the 
committee, the need to rotate the membership had been suggested. A redrafting of the Terms of 
Reference is envisaged, with an overhaul of the appointment and renewal procedures for INDC 
members. 

3.2. Operations 

The Computer Operations unit had been involved in the following activities during 1999: 

• Completion of the Latin American "mirror" project; 

• Introduction of Compaq Alpha Server DS20 to replace the AS2100 as the primary NDS 
server; and 

• Placement of NDS Alpha and Ethernet LAN inside a new firewall. 
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These developments are a continuation of work plans outlined at the 22nd INDC meeting, and 

their successful completion was applauded. 

The Institute IPEN in Sao Paulo, Brazil was chosen as the location for the Latin American 

mirror server, and a regional workshop was held on 20-24 March 2000 to introduce new users to the 

Nuclear Data Online Services - Argentina, Brazil, Chile, Columbia, Cuba, Ecuador, Mexico, 

Paraguay, Peru and Venezuela. This extremely successful initiative was funded through an IAEA 

Technical Cooperation project. 

Nuclear data requests through NDS had been monitored and revealed a significant increase in 

the accessing of nuclear data files and reports via the Web site. An increase of 30% occurred in 

1999 compared with 1998, and this trend is expected to continue in future years. NDS also expects 

a wider use of CD-ROMs for data distribution. 

3.3. Nuclear Data Programmes 

Specific items were discussed in detail: 

• CINDA 2001: Extension of the neutron data bibliography to include charged-particle nuclear 

data and photonuclear data (to be completed in 2002); 

• EXFOR: Include data from SIGMABASE (data base for ion-beam analysis); 

• Use EXFOR as an archive for papers published in Phys. Rev. C. The Web version of all 

relevant articles has a hyperlink to the related EXFOR entry which may contain numerical 

data not included in the printed version; and 

• NDS continues to maintain an updated library of data files and programs with the recent 

addition of JENDL-3.2, ENDF/B-VI Release 6, PCNuDat and other acquisitions. 

Eight Coordinated Research Projects (CRPs) were at various stages of study (or completed) 

during 1999-2000: 

• Fission Yield Data (neutron-induced below 20 Me V) 

• Photon Production Data 

• Charged Particle Cross Sections for Medical 
Radioisotope Production 

• Photonuclear Data 

• Fission Yield Data for Transmutation of Minor Actinides 

• Update of x- and y-ray Decay Data Standards for 
Detector Calibration 

• Nuclear Model Parameter Library: Testing (RIPL-2) 

• Database for Prompt y-ray Neutron Activation Analysis 
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completed 2000 

completed 2000 
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on-going 
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• 

• 

Further Coordinated Research Projects are in the process of being started: 

Nuclear Data for Th-U Fuel Cycle 

Transport Simulation of Photon/Electron Radiotherapy 

to start in 2001 

to start in 200 I 

INDC members endorsed the evolution of CRPs through the combined efforts ofNDS/INDC 
review processes. Deliverables are an important feature of these high-quality work programmes, 
and the procedures adopted to furnish these definitive products should be maintained. 

NDS proposals were considered in detail by the INDC, including the reformulation of the 
approved CRP addressing Nuclear Data for the Production of Therapeutic Radioisotopes. All of the 
newly-proposed work programmes were classified and prioritised by the INDC after extensive 
debate in plenary session, and could become new tasks in 2002-2003 ( depending on budget 
constraints). Detailed descriptions of all proposals, as presented for discussion, are given in 
Appendix 5. Summary opinions of the INDC are given in the 'Comments' column of the Table 
below: 

RECOMMENDED CRPs & OTHER DATA DEVELOPMENT PROJECTS 

No Title Method Comments 

1 Nuclear Data for Production of CRP Endorsed by INDC-22; highly 
Therapeutic Radioisotopes recommended by INDC-23 

2 Improved Standards Cross Sections for CRP Endorsed by INDC-22; highly 
Light Elements recommended by INDC-23 

3 Modular Library of Standardised CRP Reformulated: liaise with 
Subroutines for Calculation of Cross NEA-WPEC 
Sections 

4 ACE Format Applications Package of CRP New: recommended by INDC-23 
Evaluated Data Libraries including 
ACE File Transformation and Plotting 
Utility 

1 New International Reactor Dosimetry CM/RC Reformulated: highly recommended 
File IRDF-2000. byINDC-23 

2 Nuclear Reaction Data Base for RC/CM/ Reformulated: recommended by 
Accelerator Applications AGM INDC-23 

3 Support of Data Needs for General CM/TCM Reformulated: highly recommended 
Societal Applications of Nuclear and bylNDC-23 
Related Technologies 

4 Nuclear Data for Actinides CM/TCM Endorsed by INDC-22; 
recommended by INDC-23 
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Points of particular note from the INDC discussions: 

CRP Proposal #3: Modular Library of Standardised Subroutines for Calculation of Cross 
Sections 

A WPEC Subgroup is already looking at advances in nuclear model codes (Chadwick, Koning 
and others) through the Nuclear Science Committee of the NEA. Thus, the NDS needs to liaise 
with NEA-WPEC members and ensure that work in this area is shared rather than duplicated. The 
INDC recommends that the NDS work together with the membership of the NEA-WPEC to 
develop a clearer plan for inter-Agency cooperation in the field of nuclear model codes (ACTION). 

Data Development Project Proposal #2: Nuclear Reaction Data Base for Accelerator 
Applications 

This work programme has significant long-term impact and was discussed extensively. While 
judged unanimously to be extremely important, the exact form of the activity was felt to be much 
less clear at the present time. 

The evolution of a CRP was judged to be premature, although the IAEA should appreciate the 
significance of this work in a nuclear context. Under these circumstances, the following statement 
was prepared and endorsed by the INDC: 

"The Member States of the IAEA have expressed the view that they wish the Agency to 
be forward looking and not too immersed in past nuclear developments. This view 
applies to the Nuclear Data Section. 

Presently, world uranium resources that can be mined economically amount to slightly 
more than 3.6 million tons. If the current usage rate of almost 70,000 tons per year 
continues into the future, nuclear power will be limited to a further 50 years without a 
new initiative. Future possibilities include accelerator-driven nuclear energy systems 
and the thorium fuel cycle. 

It is imperative that the NDS anticipates these developments and encourages the 
generation and provision of appropriate nuclear data to ensure that these new initiatives 
are pursued with the utmost efficiency. The NDS must provide assistance to 'Get to the 
Future First.'" 

Data Development Proposal #4: Nuclear Data for Actinides 

After an extensive and wide-ranging debate, members focused on whether this proposal 
should be formulated as a CRP or through a series of technical meetings (i.e., as a data development 
project). The majority decision was to pursue this need as a data development project to cover Pu, 
Am and Cm nuclides. Such an approach would ensure that any future CRP in this field would be 
highly focused and effective. 
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3.4. Technology Transfer 

Technical Cooperation (TC) Projects had included assistance in the utilisation of the Ghana 
Research Reactor- I, and creation of the Latin American "mirror" site. Other opportunities have 
arisen for future NDS involvement in TC initiatives, particularly a PC server for nuclear data 
services in Albania and possible mirror site(s) in Asia. An associated workshop is also proposed 
near Prague in 2001 on Pressure Vessel Performance- ageing and dosimetry. 

NDS staff have organised a series of 5-week workshops in conjunction with ICTP, Trieste: 

• Nuclear Data for Science and Technology: Medical Physics, 4-15 October 1999; 

• Nuclear Reaction Data and Nuclear Reactors: Physics, Design and Safety; 

13 March - 14 April 2000; 

• Nuclear Data for Science and Technology: Accelerator-Driven Waste Incineration, 2001; and 

• Nuclear Reaction Data and Nuclear Reactors: Nuclear Structure and Decay Data Evaluation, 
2001 (approval pending), 

as well as shorter Vienna-based workshops: 

• Advanced Nuclear Data Online Services, 29 November - 3 December 1999; and 

• Installation and Use of Linux for Nuclear and Atomic Data Computation on Personal 
Computers, 13-17 December 1999. 

The INDC fully supported the involvement of NDS staff in the technology transfer activities 
undertaken through TC sponsorship and the workshop system. All of the workshops had been well 
attended, and are essential in maintaining the necessary technical expertise for reactor design and 
development and other nuclear applications. 

4. Committee Business 

INDC maintained full plenary status during the three days of the 23rd meeting. Two working 
group sessions were instigated in which the statements and recommendations encompassed the full 
membership of the INDC. Both summary reports can be found at the beginning of this document: 

5. Additional Considerations 

5.1. Advisory Group Meeting on Long Range Needs for Nuclear Data for Applications, 
28 November - 1 December 2000 

The provisional technical sessions have been formulated by J.W. Boldeman. INDC members 
judge the Advisory Group Meeting to be extremely important in the evolution of new ideas (and the 
formulation of nuclear data needs). Specialist input has provided an appropriate forum for such a 
critical technical meeting: 
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• New reactor concepts and actinide incineration; 
• Accelerator-driven energy systems; 
• Nuclear safeguards and related applications; 
• Nuclear data for medical applications; 
• Nuclear data for astrophysics and space applications; and 
• Nuclear data for material and environmental science. 

5.2. ND2001: Nuclear Data for Science and Technology, Tsukuba, Japan, 7-12 October 2001 

A. Hasegawa described the programme of this regular international nuclear data conference, 
to be held at Tsukuba, Japan. Topics include: 

• Nuclear structure and decay data; 
• Experimental facilities and measurements; 
• Basic nuclear theory; 
• Evaluation of nuclear reaction data; 
• Evaluated data libraries; 
• Processing, testing and verification; 
• Fission technology; 
• Fusion technology; and 
• Standards and dosimetry. 

6. Other Business 

The next INDC meeting is expected to be held in May 2002, at the beginning of the next 
budget preparation cycle. INDC members will be kept informed of developments. (ACTION). 
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Wednesday, 24 May 

09:15-9:35 

9:45-11:15 

11:15 -12:00 

12:00 - 13:00 

13:00- 16:00 

16:00 -18:00 

Final Agenda 

23rd INDC Meeting 
Vienna, 24-26 May 2000 

IAEA , Meeting Room C07-IV 

Appendix 1 

Registration 

A. Opening 

(IAEA desk-Rotunda) 

(Plenary, room C07-IV) 

- Opening statements 
Statements ofINDC members 

- Announcements 
- Introductions 
- Adoption of Agenda 
- Adoption of Minutes of the 22nd Meeting 

B. Section Review (Plenary, room C07-IV) 

B.1 Budget, Staffing and Agency Thrust (2000-2001) 

Budget 2000-2001 
PPAS, SAGNA, Major Programmes 
AGM2000 

Lunch 

B.2 Nuclear Data Section Activities (1999) 

Computer operations 
Data dissemination 
Network co-ordination 
Nuclear data development 
Technical Co-operation 
Training and workshops 

C. Program Review and Suggested Actions (2002-2003) 

C. I Nuclear Data Development 
(Proposals 1-8) 

(to be continued on Thursday) 
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Thursday, 25 May 

08:30 - 09:30 

09:30-11:00 

11:00 -12:30 

12:30-13:30 

13:45-17:30 

Friday, 26 May 

08:45 - 16:00 

C. Program Review and Suggested Actions for Future 
(Plenary, room C07-IV) 

C.1 Nuclear Data Development (Plenary, room C07-IV) 
(Proposals 1-8, continued from Wednesday) 

C.2 Data dissemination and International co-ordination (WG I) 
(Plenary) 

C.3 Training and technical co-operation (WG2) 
(Plenary) 

Lunch 

D. Production of Final Product 

D. I Discussion of area conclusions 
D.2 Drafting of WG reports 

(Plenary, room C07-IV) 

E. Summary and Concluding Activities (Plenary, room C07-IV) 

E.l Presentation and discussion ofWG reports 
E.2 Other business 
E.3 Adjournment 
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