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Summary

The project NEXT, Neutron data Experiments for Transmutation, is performed within the
nuclear reactions group of the Department of Neutron Research, Uppsala University. The
activities of the group are directed towards experimental studies of nuclear reaction probabilities
of importance for various applications, like transmutation of nuclear waste, biomedical effects
and electronics reliability. The experimental work is primarily undertaken at the The Svedberg
Laboratory (TSL) in Uppsala, where the group is operating two world-unique instruments,
MEDLEY and SCANDAL.

Highlights from the past year:
* The TSL neutron beam facility and the MEDLEY detector system have been upgraded.

* Funding for a major upgrade of the SCANDAL facility has been approved, and practical
work has been initiated.

* Three new PhD students have been accepted.

* The Uppsala group contributed the largest number of accepted publications (12) at the
International Conference on Nuclear Data for Science and Technology, Nice, France,
April 22-27, 2007.

* The EU project CANDIDE (Coordination Action on Nuclear Data for Industrial
Development in Europe), coordinated by Jan Blomgren, started January 1, 2007.

* The EU project EFNUDAT (European Facilities for Nuclear Data research), partly
coordinated by Jan Blomgren, started November 1, 2006.

* Nuclear power education has reached all-time high at Uppsala University. A contract with
KSU (Nuclear Training and Safety Centre) on financing the increased volume of teaching
for industry needs has been signed.



Sammanfattning

Projektet NEXT, NeutrondataE Xperiment for Transmutation, bedrivs inom kérnreaktions-
gruppen vid institutionen for neutronforskning, Uppsala universitet. Gruppens verksamhet
ar inriktad mot experimentella studier av kdrnfysikaliska reaktionssannolikheter for olika
tillimpningsomraden, som transmutation av kédrnavfall, biomedicinska effekter och till-
forlitlighet hos elektronik. Den experimentella verksamheten bedrivs huvudsakligen vid
The Svedberglaboratoriet (TSL) i Uppsala, dar gruppen driver tva varldsunika instrument,
MEDLEY och SCANDAL.

Hoéjdpunkter fran det gangna verksamhetsaret:

TSLs neutronstraleanléggning och experimentuppstéllningen MEDLEY har uppgraderats.

Finansiering for en omfattande uppgradering av experimentuppstillningen SCANDAL har
beviljats, och praktiskt arbete har inletts.

Tre nya doktorander har antagits.

Uppsala bidrog med flest publikationer (12) vid den internationella kdrndatakonferensen i
Nice, Frankrike, 22—27 april 2007.

EU-projektet CANDIDE (Coordination Action on Nuclear Data for Industrial Development
in Europe), koordinerat av Jan Blomgren, startade 1 january 2007.

EU-projektet EFNUDAT (European Facilities for Nuclear Data research), delvis koordinerat
av Jan Blomgren, startade 1 november 2006.

Kérnkraftutbildning har natt sin storsta volym négonsin vid Uppsala universitet. Ett kontrakt
med KSU (Kérnkraftsédkerhet och Utbildning AB) om finansiering av den 6kade volymen
har undertecknats.
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1 Background

1.1 The NEXT project

The present project, Neutron data Experiments for Transmutation (NEXT), supported as a
research task agreement by Statens Kérnkraftinspektion (SKI), Svensk Kérnbréanslehantering AB
(SKB) and Ringhalsverket AB, started 2006-07-01. The primary objective from the supporting
organizations is to promote research and research education of relevance for development of the
national competence within nuclear energy.

The aim of the project is in short to:

» promote development of the competence within nuclear physics and nuclear technology
by supporting licenciate and PhD students,

» advance the international research front regarding fundamental nuclear data within the
presently highlighted research area accelerator-driven transmutation,

 strengthen the Swedish influence within the mentioned research area by expanding the
international contact network,

» provide a platform for Swedish participation in relevant EU projects,
* monitor the international development for the supporting organizations,

* constitute a basis for Swedish participation in the nuclear data activities at IAEA and
OECD/NEA.

The project is operated by the Department of Neutron Research (INF) at Uppsala University,
and is utilizing the unique neutron beam facility at the The Svedberg Laboratory (TSL) at
Uppsala University.

In this document, we give a status report after the first year (2006-07-01-2007-06-30) of the
project.



2 Introduction

2.1 Why accelerator-driven transmutation?

During the operation of a commercial nuclear power reactor, energy is released due to fission
of uranium and heavier elements, with U-235 being the most important nuclide. Fission results
in the creation of a large number of elements roughly half the mass and atomic number of
uranium. Essentially all these new elements are radioactive, most of them with short half-lives.
Immediately after irradiation in a reactor, spent nuclear fuel would be lethally harmful to be
close to, and therefore the handling of spent nuclear fuel is carried out with great precaution.

The radioactivity gets reduced over time. Of the elements created in large quantities, Sr-90 and
Cs-137 have the longest half-lives, in both cases around 30 years. This means that the radioac-
tivity is reduced by a factor 1,000 in about 300 years, after which the remaining radioactivity
due to fission products is so small that it does no longer pose a significant risk.

In parallel with the fission processes in a reactor, heavier elements than uranium (i.e. trans-
uranium elements) are being created via neutron capture reactions followed by beta decay. At
outtake of spent nuclear fuel, most of the initial U-235 has been spent. Instead, the spent fuel
contains a few percent of trans-uranium (TRU) elements, with plutonium being by far the most
abundant.

Many of these TRUs are long-lived alpha emitters. This means that they pose essentially no risk
as long as they are outside the body, but can be highly radiotoxic after intake. This means that
two strategies have evolved concerning the handling of spent nuclear fuel:

* Wait for natural decay, and reduce the possibility for intake during the decay time.

« Convert the material via nuclear reactions to short-lived elements.

The first strategy leads to geological disposal. A number of countries are preparing for geologi-
cal disposal, Sweden being one of the countries with the most advanced plans. The second
strategy, often called transmutation, has some attractive features in principle, but suffers from
a far less mature technology. This is manifested by the fact that no country is presently relying
on transmutation as a main strategy.

It is, however, known already that in principle it is possible to incinerate these long-lived TRU
elements via neutron-induced fission. A fraction of these elements can be treated with thermal
neutrons, which makes transmutation in present-day reactors possible. It is, however, clear that
fission induced by fast neutrons is a pre-requisite for a significant reduction of the long-term
radiotoxicity. This points towards reactors of a type that presently exist only as research facili-
ties. Thus, the challenge today is not to prove the underlying physics for transmutation, but to
convert a research technology into industrial-scale operation.

Fast reactors can be of two types: critical and sub-critical. Critical reactors operate on self-
sustaining nuclear chain reactions. In fission, 2—4 neutrons are released, which in turn can
induce new fission reactions. Hence, a critical reactor needs no external input of neutrons.
All TRUs are, however, not suitable as fuels in critical reactors. This is because of the role
of delayed neutrons.

After fission, most of the neutrons are released immediately. In commercial reactors, the
average time from one fission reaction until a released neutron induces a new fission reaction
is of the order of less than 0.1 ms. This means that if only slightly more than one neutron per
fission induces another fission reaction, the neutron flux will increase very rapidly, with the
power increasing correspondingly rapidly. If this were the whole story, critical reactors could
not operate. Nature, however, provides a solution to this dilemma: delayed neutrons.



A small fraction of the neutrons, typically around 0.5%, are not released directly after fission,
but after beta decay of fission products. This means that they are emitted in up to about a minute
after fission, with 15 seconds as average time in present commercial reactors. Although being

a small fraction, they extend the average time between fissions significantly, making the time
required for a change of the power in the reaction moving from the millisecond scale to seconds,
given that the reactor is operated close to exact criticality.

It turns out, however, that for most of the TRU elements the fraction of delayed neutrons is
smaller than for U-235, making incineration in critical reactors more difficult. In the case of
americium, the fraction is very small, making a critical reactor loaded with a large fraction of
americium practically impossible to control. Here sub-critical systems have a cutting edge. If
the reactor is under-critical, delayed neutrons are not required for stability. The price to pay is
that neutrons have to be externally produced and fed into the core to keep the system running.

The presently leading technology for driving an undercritical reactor is proton-induced spalla-
tion of heavy elements. If a 1 GeV proton beam hits a lead target, about 20 neutrons per incident
proton are released. If this is placed at the centre of a reactor, the emitted neutrons can induce
chain reactions in the surrounding core, and the power released is proportional to the proton
beam power.

There is consensus that successful implementation of transmutation requires partitioning of the
spent nuclear fuel before installation into a sub-critical reactor. The fission products produced in
the critical reactor need to be separated, and only the actinides should be transmuted. Therefore,
this entire research field is commonly referred to as partitioning and transmutation (P&T).

It should be stressed that even optimally successful operation of P&T does not alleviate the
need for geological storage. Still the fission products need to be stored, and it is likely that
some losses in the handling of actinides are unavoidable, leading to some storage needs also
of actinides. P&T could possible change the requirements on the geological storage, but not
remove the need completely.

2.2 Nuclear data for transmutation

Nuclear data research has been carried out for a long time resulting in nuclear data libraries
utilized in development and optimization of thermal reactors. In an accelerator-driven system
(ADS) there are some notable differences compared to critical reactors /Blomgren 2002, 2004/

* Proton-induced neutron production.

* Neutrons at much higher energies than in critical reactors.

To meet the corresponding nuclear data demands, the EU-sponsored project HINDAS (High
and Intermediate energy Nuclear Data for Accelerator-driven Systems) was carried out during
2000-03. HINDAS was a joint European effort, which gathered essentially all European
competence on nuclear data for transmutation in the 20-2,000 MeV range /Koning et al. 2002/.
The program was designed to obtain a maximal improvement in high-energy nuclear data
knowledge for transmutation. It was conceived that this goal could only be achieved with a
well-balanced combination of basic cross section measurements, nuclear model simulations and
data evaluations. The work was focused on three elements, iron, lead and uranium, selected to
give a representative coverage of typical materials for construction, target and core, respectively,
especially relevant to ADS, as well as a wide coverage of the periodic table of elements.

In total, 16 universities or laboratories participated, whereof 6 had experimental facilities. This
means that HINDAS involved essentially all relevant European laboratories in its energy range.
This distribution and coordination of experiments at many laboratories made the work very
efficient. What is noteworthy is that HINDAS involved many partners and even laboratories
that had previously not been involved at all in activities on nuclear data for applications. Thus,
HINDAS has contributed to a widening of the field of applied nuclear physics.
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The work was divided into two main energy domains, 20-200 MeV and 200-2,000 MeV. This
division into two energy ranges is natural, since there appears to be a transition region around
200 MeV for the theoretical models. Below this energy the theoretical calculations have to
include direct interactions, as well as pre-equilibrium, fission and statistical models, whereas

at higher energies the intra-nuclear cascade model, together with fission and evaporation
models, has to be considered. As a coincidence, the experimental facilities and the measurement
techniques are also different below and above about 200 MeV. Within each energy domain, the
experimental work was structured according to type of particles produced. This means that for
each energy range, there were work packages on production of light ions, neutrons and residues,
respectively.

Notably, fission was not explicitly included in HINDAS, simply because a large majority of all
fission studies were undertaken within ISTC (International Science and Technology center), i.e.
in collaborative efforts between former weapons scientists of the former Soviet Union and civil
European researchers.

The HINDAS project resulted in a wealth of new knowledge, and has been considered a raw
model for international collaboration in the realm of nuclear data.

2.3 Previous Uppsala activities in the field

Uppsala took a very active part in HINDAS, was coordinating one work package and provided
the most frequently used experimental facility, TSL. Connected to HINDAS, the Uppsala group
ran two projects preceding NEXT, KAT (1998-2002) and NATT (2002-2006) with similar
structure and scope as NEXT.

Quickly summarizing the achievements during the last ten years, it can be concluded that the
Uppsala group has advanced the research frontier significantly on neutron-induced nuclear
reactions of ADS relevance. Analysis and documentation has been finalized of previously
performed measurements of elastic neutron scattering on five nuclei ranging from carbon to lead
at 96 MeV /Klug et al. 2003, Appendix II, Appendix IX/. The precision in the results surpasses
all previous data by at least an order of magnitude. These measurements represent the highest
energy in neutron scattering where the ground state has been resolved. The results show that all
previous theory work has underestimated the probability for neutron scattering at the present
energy by 0-30%.

A new method for measurements of absolute probabilities for neutron-induced nuclear reactions
with experimental techniques only has been developed /Klug et al. 2003/. Previously, only two
such methods have been known.

Compelling evidence of the existence of three-body forces in nuclei has been obtained (appen-
dix II). The first publication on these matters from the group /Mermod et al. 2004/ turned out to
qualify on the top-ten downloading list of Physics Letters B, one of the very most prestigious
journals in subatomic physics.

Production of light ions from iron, lead and uranium has been studied in collaboration with a
number of French research institutes /Blideanu et al. 2004/, and studies of the same reactions
on carbon, oxygen and silicon have been undertaken by the local group /Tippawan et al. 2004,
2006/. These data have provided valuable benchmarking of present state-of-the-art theory
models.

Fission has been studied in collaboration with a number of Russian research institutes. In these
studies, the Uppsala contribution has primarily been limited to providing the beam and auxiliary
equipment.

Another important result of the KAT and NATT projects is that five PhD theses with data from
TSL have been successfully defended.
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2.4 International outlook

During the last decade, the leading research on nuclear data for ADS has been undertaken in
Europe including Russia. There is a striking imbalance around the World on nuclear data for
ADS. Europe, including Russia, dominates heavily. The other large nuclear energy countries,
i.e. USA and Japan, have only limited research in this field, in spite of previously having hosted
important activities.

In the fifth EU framework program (FP5), a large fraction of the P&T research was devoted to
nuclear data. Two large projects, HINDAS and NTOF were financed by the EC. As outlined
above, HINDAS resulted in a wealth of new nuclear data and advanced the frontier significantly.
NTOF was primarily focused on the low-energy range and dominated by activities at CERN,
Geneva, Switzerland, where a spallation neutron source was developed. The agenda comprised
mostly capture and fission cross-section measurements in the eV to keV neutron energy range.
The development of the facility was significantly delayed compared with the original time table,
and therefore the project was extended. At present, the facility is operational with parameters
close to the specifications, and the first results have been presented.

In FP6, a notable shift in focus on European nuclear data research for ADS has taken place.
With the successful completion of the HINDAS project, it was concluded that the nuclear data
requirements had to a large degree been fulfilled, and therefore the EUROTRANS project was
focused on other problem areas. Still, however, a work package on nuclear data was included,
but at a lower ambition level than in FP5.

In parallel with the EU activities, ISTC has financed important activities on nuclear data for
transmutation. It should be especially pointed out that our present knowledge of fission cross
sections above 20 MeV is heavily dominated by ISTC-supported data. From a Swedish perspec-
tive, it is noteworthy that a significant fraction of these results has been produced by Russian
groups working at TSL.

2.5 Scientific scope of NEXT

In the 20-200 MeV range, the most important remaining data requests from the ADS com-
munity are:

» Neutron-induced light-ion production at around 200 MeV. Up to now, high-quality data up
to 100 MeV are available.

* Neutron-induced fission in the 20-200 MeV range. Data on total fission cross sections are
available. What is requested now are other types of information, like distributions in angle,
mass and energy of the fission products. Moreover, most data sets are relative measurements,
implying that accurate calibration of the cross section scale for one or a few fission reactions
would be very advantageous.

* Neutron elastic scattering at around 200 MeV. Up to now, high-quality data up to 100 MeV
are available.

* Neutron inelastic scattering in the 100-200 MeV range. Up to now, high-quality data up to
30 MeV are available, and one single data set at 65 MeV has been published.

The NEXT project was originally designed to address the first two items above, with one
PhD student working on each of the two topics. After NEXT was initiated, a large grant for
instrument upgrade was provided by VR, allowing the third issue also to be addressed. As a
consequence, a third PhD student has been recruited.

In the present FP6 project EUROTRANS (2004-08), UU participates with a joint Swedish-
French experiment on neutron inelastic scattering, for which a world-unique experimental
equipment has been developed. Thus, the fourth item is also dealt with, outside NEXT. It should
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be mentioned that KAT and NATT were originally intended to be focused on elastic scattering,
and a measurement techniques was adopted that was not considered suitable for inelastic scat-
tering studies. It has been shown recently, however, that the existing data from the SCANDAL
setup can in fact be analyzed to extract also inelastic scattering cross sections.

As outlined above, several ISTC projects have been carried out at TSL in close collaboration
with the INF group. This has matured to involve joint experimental work also at other facilities.
A joint fission experiment in Louvain-la-Neuve, Belgium was initiated in May 2007, and several
experiment campaigns are foreseen, in which the NEXT PhD students participate. In particular,
for the fission-oriented student, this offers a valuable opportunity for quality improvement.

2.6 Outlook

As described above, in the realm of ADS, two classes of nuclear data are clearly discernable,
above and below 20 MeV. Above 20 MeV, no previous nuclear energy applications have been
developed, and consequently the database is meagre. During the last decade, the situation on
proton- and neutron-induced production of charged particles has improved considerably, and
presently the situation is satisfactory for the demands as long as the aim is to build a demonstra-
tor or prototype system. If a future full-scale ADS plant for large-scale incineration were to be
built, the situation would, however, probably need to be revisited due to the higher demands of
a production facility.

Concerning neutron-induced nuclear reactions at around 200 MeV, there is still room for con-
siderable improvement. The present upgrades at TSL are dictated to fill these demands. It can
be foreseen that a 5—-10 year experimental campaign is required to reach a situation resembling
the present situation at 100 MeV.

Up to now, all experimental activities have been focused on cross section measurements. The
natural next step would be to carry out integral experiments, i.e. an experiment where the
quality of the entire data library is assessed. This could for instance be measurements of neutron
transmission through large blocks of various materials. Only one such experiment has been
performed worldwide /Nakashima et al. 1996/. TSL is well suited for such experiments, and it
is conceivable that such integral experiments could be important in FP7.

At lower energies, the nuclear data situation is fundamentally different. The development of
critical reactors has motivated large efforts in data production and therefore the present work
is dedicated to filling important gaps in the literature. In general, the nuclear data status is
satisfactory for uranium and plutonium, whilst there is room for improvement on the minor
actinides (neptunium, americium and curium). At present and in the near future, the activities
on americium dominate. This is due to two factors. First, americium is the nucleus that has
the largest deficiencies in the nuclear data bases and second, it is probably the element where
incineration in ADS is best motivated.

Nuclear data activities at lower energies could be expected to grow in a near future, because of
the interest in Gen-IV reactor systems. The nuclear data required for development of Gen-IV
are more or less identical with those needed for ADS.

If realization of a full-scale ADS or Gen-1V system would be carried out, another nuclear data
activity might be motivated. The nuclear data on the most important elements, i.e. uranium and
plutonium, were often produced thirty years ago or more. It is not unlikely that some of the
key nuclear data in the adopted databases suffer from systematic errors. This might motivate
some of these data to be revisited, taking advantage of the development of novel experimental
techniques in the recent years.
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% NEW NEUTRON BEAM FACILITY
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Figure 2-1. The TSL neutron beam facility.
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3 Experimental setup and techniques

3.1 The TSL neutron beam facility

At TSL, quasi-monoenergetic neutrons are produced by the reaction "Li(p,n)’Be in a "Li target
bombarded by 50-180 MeV protons from the cyclotron, as is illustrated in Figure 2-1. After the
target, the proton beam is bent by a dipole magnet into a concrete tunnel, where it is stopped in
a well-shielded Faraday cup, used to measure the proton beam current. A narrow neutron beam
is formed in the forward direction by a collimator with a total thickness of about one metre.

The energy spectrum of the neutron beam consists of a high-energy peak, having approximately
the same energy as the incident proton beam, and a low-energy tail. About half of all neutrons
appear in the high-energy peak, while the rest are roughly equally distributed in energy, from
the maximum energy and down to zero. The low-energy tail of the neutron beam can be reduced
using time-of-flight (TOF) techniques over the distance between the neutron source and the
reaction target.

The relative neutron beam intensity is monitored by integrating the charge of the primary proton
beam, as well as by using thin film breakdown counters, placed in the neutron beam, measuring
the number of neutron-induced fissions in >*U.

Two multi-purpose experimental setups are semi-permanently installed at the neutron beam
line, namely MEDLEY and SCANDAL. These were described in detail in the annual report
1999/2000 of the previous KAT project, and only a brief presentation is given here.

3.2 The MEDLEY setup

The MEDLEY detector array /Dangtip et al. 2000/, shown in Figure 3-1, has been designed for
measurements of neutron-induced light-ion production cross sections of relevance for applica-
tions within ADS and fast-neutron cancer therapy and related dosimetry. It consists of eight
particle telescopes, installed at emission angles of 20—160 degrees with 20 degrees separation,
in a 1 m diameter scattering chamber, positioned directly after the last neutron collimator. All
the telescopes are fixed on a turnable plate at the bottom of the chamber, which can be rotated
without breaking the vacuum.

Each telescope is a AE-~AE-E detector combination, where the AE detectors are silicon surface
barrier detectors and the E detector is an inorganic CsI(TI) crystal. Detectors of various thick-
nesses are being used, with different combinations depending on the application. AE-AE or
AE-E techniques are used to identify light charged particles (p, d, t, 3He, o). The chosen design
gives a sufficient dynamic range to distinguish all charged particles from a few MeV up to

175 MeV, being the maximum energy of the facility.

3.3 The SCANDAL setup

The SCANDAL setup /Klug et al. 2002/ is primarily intended for studies of elastic neutron
scattering, i.e. (n,n) reactions. Neutron detection is accomplished via conversion to protons by
the H(n,p) reaction. In addition, (n,xp) reactions in nuclei can be studied by direct detection of
protons. This feature is also used for calibration, and the setup has therefore been designed for
a quick and simple change from one mode to the other.
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Figure 3-1. The MEDLEY setup.

The device is illustrated in Figure 3-2. It consists of two identical systems, in most cases located
on each side of the neutron beam. The design allows the neutron beam to pass through the drift
chambers of the right-side setup, making low-background measurements close to zero degrees
feasible.

In neutron detection mode, each arm consists of a 2 mm thick veto scintillator for fast charged-
particle rejection, a neutron-to-proton converter which is a 10 mm thick plastic scintillator,

a 2 mm thick plastic scintillator for triggering, two drift chambers for proton tracking, a 2 mm
thick AE plastic scintillator, which is also part of the trigger, and an array of 12 large Csl
detectors for energy determination. The trigger is provided by a coincidence of the two trigger
scintillators, vetoed by the front scintillator. The compact geometry allows a large solid angle
for protons emitted from the converter. Recoil protons are selected using the AE and E informa-
tion from the plastic scintillators and the Csl detectors, respectively. The energy resolution is
about 3.7 MeV (FWHM), which is sufficient to resolve elastic and inelastic scattering in several
nuclei. The angular resolution is calculated to be about 1.4 degrees (rms) when using a cylindri-
cal scattering sample of 5 cm diameter.
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Figure 3-2. The SCANDAL setup.
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When SCANDAL is used for (n,xp) studies, the veto and converter scintillators are removed.

A multitarget arrangement can be used to increase the target content without impairing the
energy resolution, which is typically 3.0 MeV (FWHM). This multitarget box allows up to
seven targets to be mounted simultaneously, interspaced with multi-wire proportional counters
(MWPC). In this way it is possible to determine in which target layer the reaction took place,
and corrections for energy loss in the subsequent targets can be applied. In addition, different
target materials can be studied simultaneously, thus facilitating absolute cross section normali-
zation by filling a few of the multitarget slots with CH2 targets. The first two slots are normally
kept empty, and used to identify charged particles contaminating the neutron beam.
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4 Recent results

4.1 Elastic scattering

New experimental data on elastic scattering of 96 MeV neutrons from iron and yttrium (appen-
dix IX) have recently been accepted for publication (see Figure 4-1). The previously published
data on lead have been extended, as a new method has been developed to obtain more informa-
tion from data, namely to increase the number of angular bins at the most forward angles. The
results are compared with modern optical model predictions, based on phenomenology and
microscopic nuclear theory, and are in general in good agreement with the model predictions.

These nuclei are all of interest from ADS point of view, since they represent construction mate-
rial (iron), fuel cladding (zirconium, replaced by yttrium) and target/coolant (lead). The choice
of yttrium might need a clarification. For physics interpretation, it is advantageous to have a
mono-isotopic target. Zirconium has five isotopes, none accounting for more than about 50%
of the abundance, while yttrium is naturally mono-isotopic.

4.2 (n,xlcp) reactions

In parallel with the other experiments mentioned above and below, data have been taken with
the MEDLEY setup on light-ion production reactions. During the last years, results on oxygen,
silicon, iron, lead and uranium have been published. Preliminary carbon data have been pre-
sented at an international conference. During the last year, most activities have been on facility
upgrade, aiming at a large measurement campaign during late autumn 2007.
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Figure 4-1. Neutron elastic scattering cross sections on iron, yttrium and lead at 95 MeV. The lines
refer to various theory predictions.
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4.3 (n,xn’) reactions

We have a collaboration project with a group from Caen, France, on (n,xn’) reactions. For these
studies, a modified SCANDAL converter (CLODIA) has been designed and built in Caen.

A large experiment on lead and iron targets was conducted in August 2004. This experiment

is our deliverable in the EU 6" FWP EUROTRANS. Preliminary data were presented at the
International Conference on Nuclear Data for Science and Technology (ND2007) April 22-27,
Nice, France.

A method to extend the analysis of previously obtained data has been developed, resulting in
the spectra shown in Figure 4-2.

4.4 Fission

We are working on the development of a setup for fission studies, based on MEDLEY in a
revised geometric configuration. The setup has been tested and found to meet the specifications,
and first experiments are in progress. One interesting feature of the new setup is that it allows

a precise determination of the absolute cross section by measuring np scattering simultane-
ously. This is important, since only one previous experiment on high-energy fission has been
performed with a reasonably good control of the absolute scale. Preliminary results have been
presented at international conferences.

In addition, we have a long-term collaboration with a fission experiment group at Khlopin
Radium Institute (KRI) in St. Petersburg, Russia. This collaboration continues with additional
experiments at TSL as well as in Louvain-la-Neuve, Belgium.
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Figure 4-2. Neutron inelastic scattering cross sections on iron at 95 MeV. The lines refer to various
theory predictions.
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5 International activities

5.1 Collaborations

During 2005, the 6™ EU framework program EUROTRANS started. Our group and our long-
term collaborators from LPC Caen, France, have merged our activities in EUROTRANS, and
we have a joint deliverable concerning (n,xn”) reactions (see above).

Two new EU projects have started during the present project year. The four-year project
EFNUDAT (European Facilities for Nuclear Data Measurements) aims at establishing a joint
European infrastructure for nuclear data measurements by networking existing facilities. The
role of INF is to provide access to The Svedberg Laboratory to other European users, and to
coordinate the networking activities, i.e. organize workshops and training courses, as well

as exchange programmes of technical staff. The total EU support is 2.4 M Euro, whereof
311,000 Euro is coordinated by UU/INF. The project involves 10 partners with 9 facilities in
7 countries.

INF is coordinating the two-year EU project CANDIDE (Coordination Action on Nuclear

Data for Industrial Development in Europe) (appendix XII). The project aims at enhancing the
European collaboration on nuclear data for nuclear waste management. This will be accom-
plished via networking activities (workshops, training of young professionals in the nuclear
power industry) and via an assessment of the status and needs of present and future nuclear data.
The project involves 15 partners from 11 countries, spanning from very large business corpora-
tions (e.g. Electricité de France and Areva) to research centres and universities. The role of INF
is to coordinate the entire project, to lead the development of a school for young professionals
in the field, and to contribute experience in high-energy neutron experiments in the assessment.
The total EU support to the project is 779,000 Euro.

5.2 Meetings and conferences

During the last year, the entire group participated in the International Conference on Nuclear
Data for Science and Technology (ND2007) April 22-27, Nice, France. Uppsala contributed
12 papers, which was the largest number of any organization.

Jan Blomgren is Swedish representative in the OECD/NEA Nuclear Science Committee (NSC)
and its Executive Group. Minutes from the annual meeting is found in appendix XIV.
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6 Administrative matters

6.1 Staff and students

During the project year, Jan Blomgren has been project leader, active on a 20% basis within the
project. His other major activities are teaching and duties as director of studies, both at INF and
the Swedish Nuclear Technology Center (SKC). Assistant professor (forskarassistent) Stephan
Pomp has worked essentially full time within the project with research and student supervision.
Associate professor (universitetslektor) Michael Osterlund is involved in part-time research
within the group. Leif Nilsson, retired professor, has been employed on about 10% time for
student supervision.

Two PhD students are directly connected to and financed by the present project, Vasily Simutkin
and Riccardo Bevilacqua. Simutkin’s thesis work is primarily on fission and Bevilacqua is
working with light-ion production reactions. In addition, Pernilla Andersson has been working
with upgrading the SCANDAL setup during the present year, and will begin PhD studies on
elastic scattering early 2008.

From the previous NATT project, Angelica Ohrn (born Hildebrand) is in the final stage of her
PhD studies. She will defend her thesis on neutron scattering February 29, 2008, with Dr. Bob
Haight, Los Alamos National Laboratory, USA, as faculty opponent.

6.2 Reference group

The reference group consists of Fred Karlsson (SKB), Benny Sundstrom (SKI), and Fredrik
Winge (BKAB). The progress of the work has continuously been communicated to the reference
group members by short, written, quarterly reports.
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Measurement of the absolute differential cross section for np elastic scattering at 194 MeV
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A tagged medium-energy neutron beam was used in a precise measurement of the absolute differential cross
section for np backscattering. The results resolve significant discrepancies within the np database concerning
the angular dependence in this regime. The experiment has determined the absolute normalization with £1.5%
uncertainty, suitable to verify constraints of supposedly comparable precision that arise from the rest of the
database in partial wave analyses. The analysis procedures, especially those associated with the evaluation of
systematic errors in the experiment, are described in detail so that systematic uncertainties may be included in a
reasonable way in subsequent partial wave analysis fits incorporating the present results.
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I. INTRODUCTION

Theoretical treatments and applications of the nucleon-
nucleon (NN) force at low and intermediate energies have
progressed considerably in sophistication through the past
decade. Partial wave analyses and potential model fits to the
NN scattering database have incorporated explicit allowance
for breaking of isospin (/) symmetry, e.g., by removing
constraints that previously required equal / = 1 phase shifts
for the pp and np systems, and have been used to constrain the
pion-nucleon-nucleon coupling constant [1]. Effective field
theory approaches [2] have become competitive with more
traditional meson-exchange models of the interaction, in terms
of the quality of fit provided to the database and the number
of adjustable parameters employed, while holding out the
promise of providing internally consistent two- and three-
nucleon forces from the same theory. Striking success has been
achieved in ab initio calculations of the structure of light nuclei
[3] by combining phenomenological three-nucleon forces with
NN interactions taken without modification from fits to the NN
scattering database. An important aspect in these advances has
been the approach toward consensus on which measurements
should be included in an NN database to which conventional x>
optimization techniques can be sensibly applied. The rejection
of specific, allegedly flawed, experiments from the database
has not been without controversy. In the present article, we
report detailed results from a new np scattering experiment
addressing one of the most prominent of these controversies.
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Discrepancies among different experiments have led
to a drastic pruning of cross section measurements for
intermediate-energy np scattering. For example, the partial
wave analysis (PWA) of the np database carried out with the
code SAID [4] rejects more than 40% of all measured cross
sections in the range 100-300 MeV in neutron laboratory
kinetic energy. The rejected fraction is even larger in the
Nijmegen PWA [5,6], especially so for scattering at center-of-
mass angles beyond 90°. The rejected data include nearly all of
the most recent experiments carried out by groups at Uppsala
[7] and Freiburg [8,9]. The problems are illustrated in Fig. 1 by
the comparison of data from these two groups with earlier Los
Alamos measurements [10] that dominate the medium-energy
back-angle cross section data retained in the database. Clear
differences among these data sets are seen in the shape of the
angular distribution. Other differences, reflecting the general
experimental difficulty in determining the absolute scale for
neutron-induced cross sections, are masked in the figure by
renormalization factors that were applied in the partial wave
analyses. Removal of the Uppsala and Freiburg data, which
exhibit fairly similar angular dependences, begs the question
of whether the x? criterion used to reject them [4—6,11] may
subtly bias the PWA results toward agreement with older
measurements that might have had their own unrecognized
systematic errors.

The np back-angle cross section discrepancies have been
highlighted in debates concerning the value and extraction
methods for the charged 7 NN coupling constant f (in the
notation of pseudovector formulations of the interaction, or
equivalently gii /4 in pseudoscalar formulations) [12,13]. np
scattering PWAs appear to determine this basic parameter of
the NN force well: e.g., the Nijmegen analysis [5] yields f? =
0.0748 £ 0.0003 (equivalent to gii /4r = 13.54 £ 0.05), and
the authors claim that the constraints are imposed by the
entire database, with no particularly enhanced sensitivity to
any specific observable [5]. In contrast, Ericson et al. have
extracted a significantly higher coupling constant, consistent

©2006 The American Physical Society
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FIG. 1. (Color) Comparison of previous np scattering differential cross section measurements (a) from Uppsala [7] and Los Alamos [10]
and (b) from PSI [9] and Los Alamos [10] near 200 MeV. The Los Alamos data in each case are represented by solid squares and the other
data by open circles. The experimental results are compared to the Nijmegen PWA93 [5] partial wave analysis solution evaluated at appropriate
energies. The Los Alamos data were renormalized by factors of 1.092 in (a) and 1.078 in (b) to bring them into agreement with the PWA. The
relative cross sections reported in [9] were similarly normalized here, while the reported absolute cross section scale for the Uppsala data was

retained.

with older “textbook” values (g2 /47w ~ 14.4), by applying
controversial pole extrapolation techniques to the Uppsala
back-angle np scattering cross sections alone [12]. While much
debate has centered on the rigor of the pole extrapolation
method [13—15], it is clear that the discrepancy in coupling
constant values arises in large part [16] from the cross
section discrepancies between the Uppsala measurements
and the “accepted” database. An experimental resolution of
these discrepancies is highly desirable, especially if a new
experiment can also pin down the absolute cross section scale.
Bugg and Machleidt have pointed out [11] that the largest
uncertainty in their determination of f? is associated with the
normalization of np differential cross sections, which are often
allowed to float from the claimed normalization in individual
experiments by 10% or more in PWAs. In contrast, the
Nijmegen group claims [6] that, despite sizable normalization
uncertainties in existing elastic scattering data, precise total
cross section measurements fix the np absolute cross section
scale to £0.5% accuracy. This claim could also be checked by
a new experiment that provides good experimental precision
on absolute differential cross sections.

In the present article we report detailed results from such a
new experiment, designed to resolve these np back-angle cross
section discrepancies. The experiment employed techniques
completely independent of those used in other medium-energy
measurements, in order to provide tight control over systematic
errors. A tagged neutron beam [17] centered around 194 MeV
kinetic energy bombarded carefully matched, large-volume
CH; and C targets, which permitted accurate subtraction of
backgrounds from quasifree scattering and other sources. The
bombarding energy range was chosen to match approximately
that used in earlier high-precision np scattering polarization
measurements from the Indiana University Cyclotron Facility
(IUCF) [18-20]. Recoil protons from np scattering were

identified in a detector array of sufficient angular coverage to
measure the differential cross section at all c.m. angles beyond
90° simultaneously.

The tagging allows accurate determination of the absolute
scattering probability for the analyzed subset of all neutrons
incident on a secondary target, but it also offers a host
of other, less obvious, advantages important to a precise
experiment: (1) accurate relative normalization of data taken
with CH, vs C targets; (2) event-by-event determination of
neutron energy, impact point, and incidence angle on the
secondary target, with the latter measurement being especially
important for cross section measurements very near 180° c.m.
scattering angle; (3) three-dimensional location of background
sources displaced from the secondary target [17]; (4) precise
measurement of the detector acceptance for np scattering
events; and (5) methods to tag np scattering event subsamples
that should yield identical cross section results but different
sensitivity to various sources of systematic error. The tagging
was thus essential to the entire approach of the experiment;
no extra work was required to extract absolute cross sections
and thereby to provide an important calibration standard for
medium-energy neutron-induced reactions.

The basic results of this experiment have recently been
reported briefly [21]. In the present article we provide more
detail on the comparison of results to PWAs, on the data
analysis procedures, and on the evaluation and characterization
of systematic uncertainties. Such details are important for
resolving the sort of discrepancies that have plagued the
np database. Partial wave analyses should, in principle,
incorporate experimental systematic as well as statistical errors
in optimizing fits to data from a wide variety of experiments.
To do so, they must have access to clear delineations of
which errors affect only the overall normalization, which have
angle dependence, and, in the latter case, what the degree
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FIG. 2. (Color online) Top view of the np scattering experiment
setup.

of correlation is among errors at different angles. Overall
systematic uncertainties in the absolute cross sections reported
here average +1.6%, with a slight angle dependence detailed
herein. Statistical uncertainties in the measurements are in the
range (1 — 3)% in each of 15 angle bins.

II. DETAILS OF THE EXPERIMENT

The experiment was carried out in the IUCF Cooler Ring
[22], with apparatus (see Fig. 2) installed in a ring section
where the primary stored proton beam was bent by 6°. A pri-
mary electron-cooled unpolarized proton beam of 202.5 MeV
kinetic energy and typical circulating current of 1-2 mA was
stored in the ring. Neutrons of 185-197 MeV were produced
via the charge-exchange reaction p +d — n + 2p when the
proton beam passed through a windowless internal deuterium
gas jet target (GJT) of typical thickness &3 x 10! atoms/cm?.
The ultrathin target permitted detection of the two associated
low-energy recoil protons from the production reaction in
double-sided silicon strip detectors (DSSDs) comprising the
“tagger.”” Measurements of energy, arrival time, and two-
dimensional position for both recoil protons in the tagger,
when combined with the precise knowledge of cooled primary
proton beam direction and energy, allowed four-momentum
determination for each tagged neutron on an event-by-event
basis. During the measurement periods, the stored proton beam
was operated in “coasting” mode, with rf bunching turned
off to minimize the ratio of accidental to real two-proton
coincidences in the tagger. The proton beam energy was then
maintained by velocity matching (induced naturally by mutual
electromagnetic interactions) to the collinear electron beam in
the beam cooling section of the ring.

Details of the layout, design, and performance of the tagger
detectors and of the forward detector array used to view np
scattering events from the secondary target are provided in
Ref. [17]. Here, we summarize the salient features briefly. The
tagger included an array of four 6.4 x 6.4 cm?> DSSDs with
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480 pm readout pitch in two orthogonal (x', y’) directions,
each followed by a silicon pad (‘“backing”) detector (BD) of
the same area. The DSSDs were positioned about 10 cm away
from the center of the gas jet production target. Each DSSD had
128 x" and 128 y’ readout channels. Readout was accomplished
with front-end application-specific integrated circuits (ASICs)
that provided both timing and energy information [17]. The
timing signals provided to external electronics consisted of
the logical OR over groups of 32 adjacent channels of
leading-edge discriminator signals based on fast shaped and
amplified analog signals generated in the ASICs. The timing
signals available from 4x’ x 4y’ logical pixels for each DSSD
permitted operation of the tagger in a self-triggering mode,
where the time-consuming digitization of slow pulse height
signals from all 1024 DSSD channels could be initiated by
logic based solely on the tagger hit pattern, as reconstructed
from the fast timing signals. This self-triggering was critical to
the determination of precise absolute cross sections, because it
allowed acquisition of data to count directly the flux of tagged
neutrons that did not interact in the secondary target or in any
of the forward detectors.

Only recoil protons that stopped either in the DSSDs (£, <
7 MeV) or BDs (E, < 11 MeV) were considered in the data
analysis, because for these the tagger provided a measurement
of total kinetic energy with good resolution. By combining
these energy measurements with position measurements for
both recoil protons, we were able to determine the energy and
angle of each tagged neutron, within their broad distributions,
with respective resolutions of op ~ 60 keV and ouge ~
2 mrad. As part of this determination, we reconstructed
the longitudinal origin (Zyerex) Of each produced neutron
within the extended GJT density profile with a resolution
of &2 mm, by comparing neutron momentum magnitudes
inferred by applying energy conservation (independent of
vertex position) vs vector momentum conservation (dependent
on vertex position) to the tagger information for the two recoil
protons. Similar resolution was obtained for the transverse
coordinates at which each tagged neutron impinged upon a
secondary scattering target (TGT in Fig. 2) positioned 1.1 m
downstream of the GJT.

Two solid secondary targets were used during the pro-
duction running: a 20 x 20 x 2.5 cm® slab of ultra-high-
molecular-weight polyethylene (CH,) containing 1.99 x 102
hydrogen atoms/cm? and a graphite target of known density
machined to have identical transverse dimensions and the same
number of carbon atoms per unit area. Each target thickness
was determined to +0.4% by weighing. Data were collected
in 18-h cycles, comprising 6 h of running with the CH,
target, followed by 6 h with C, and 6 h more with CH,. The
frequent interchange of the targets facilitated accurate back-
ground subtractions. Both targets intercepted neutrons over
an approximate production angle range of 14°+5°, and cuts
were generally placed on the tagger information during data
analysis to confine attention to tagged neutrons that would hit
the secondary target. Such tagged neutrons were produced at
a typical rate of ~200s~!, leading to typical free np backscat-
tering (angle-integrated) rates ~1s~! from the CH, target.

Protons emerging from the secondary target were detected
in a forward array of plastic scintillators for triggering and

044003-3



M. SARSOUR et al.

energy information, and a set of (three-plane) multiwire
proportional chambers (MWPCs) for tracking, as indicated
in Fig. 2. The plastic scintillators included large upstream
veto (LUV) and small upstream veto (SUV) counters to
reject charged particles produced upstream of the secondary
target. The AE scintillator was separated from the secondary
target by a MWPC to permit easy discrimination against
np scattering events initiated in that scintillator. The rear
hodoscope comprised 20 plastic scintillator bars [23] of
sufficient thickness (20 cm) to stop 200 MeV protons and give
15%—-20% detection efficiency for 100200 MeV neutrons. All
forward detectors were rectangular in transverse profile, with
the rear MWPC and hodoscope spanning a considerably larger
vertical than horizontal acceptance. The entire forward array
provided essentially 100% (>50%) geometric acceptance for
np scattering events initiated at the CH, target for angles
Ocm. = 130° (Bcm. = 90°). For c.m. angles forward of 90°
the large size and significant neutron detection efficiency
of the hodoscope provided a small efficiency for detecting
forward-scattered neutrons in coincidence with larger-angle
protons that fired at least the first two MWPCs.

The tagger and forward detector array were designed to fa-
cilitate a kinematically complete double-scattering experiment
with a first target giving negligible energy loss. With the same
apparatus, a similar measurement of pp scattering was possible
simultaneously. For this purpose one could use the tagger to
detect a single large-angle recoil deuteron instead of two recoil
protons to tag a secondary proton beam via pd elastic scattering
in the GJT. By requiring a coincidence between a single hit in
the tagger and a signal from the small upstream veto scintillator
(SUV in Fig. 2), we could define a secondary proton beam
of transverse dimensions very similar to those of the tagged
neutron beam. Another scintillator (Veto2) placed just in front
of the rear hodoscope allowed us to distinguish, at trigger level,
between protons from pd elastic scattering that traversed the
forward array without further nuclear interactions and protons
that scattered out of this secondary beam in material following
SUV. In the present article, we discuss only the former group,
as their yield provides an accurate relative normalization of
runs taken with the CH, vs C targets.

The triggered events of interest for the present analysis
were recorded in four mutually exclusive event streams,
three for tagged neutron candidates (consistent with two
distinct tagger hits and no accompanying signals from LUV
or SUV) and one for tagged proton candidates (consistent
with a single tagger hit in prompt coincidence with both
LUV and SUV). The trigger logic defined these event streams
as follows: (1) tagged neutrons with no rear hodoscope
coincidence, providing a prescaled (by a factor of 20) sample
for neutron flux monitoring; (2) np scattering candidates for
which a tagged neutron was in coincidence with signals
from both the AFE scintillator and the rear hodoscope;
(3) tagged neutrons in coincidence with the hodoscope but
not with the AFE scintillator, a sample used for evaluating
the neutron detection efficiency of the hodoscope [17]; and
(4) tagged protons in coincidence with both the A E and Veto2
scintillators, providing a prescaled (by a factor of 10) sample
including pd elastic scattering events from the GJT, used to
cross-normalize C and CH; secondary target runs. The total
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flux of tagged neutrons intercepting the secondary target was
determined from a sum over event streams (1) + (2) + (3),
while comparative analyses of the three streams facilitated
crosschecks to calibrate the system [17] and aid understanding
of potential systematic errors.

III. DATA ANALYSIS

A. Cuts and conditions on tagged neutron beam properties

The general philosophy of the data analysis was to define
properties of the tagged neutron beam by identical cuts
applied to event streams (1)—(3), so that associated systematic
uncertainties would cancel in the yield ratios from which
the absolute np scattering cross section is extracted. Among
these common cuts, described in more detail below, were
ones to remove BD noise contributions correlated among the
four quadrants of the tagger, to identify the recoil particles
detected in the tagger, and to divide the tagged neutron
events into subsamples for subsequent analysis. Additional
cuts defined a fiducial range for the tagged neutron’s pre-
dicted transverse coordinates at the secondary target (|Xug| <
9.5 cm and |yug| < 9.5 cm) and selected prompt tagger
two-particle coincidences (|f,1 — t,> — 30ns| <70 ns, where
tp1(tp2) is the arrival time of the recoil proton with the larger
(smaller) DSSD energy deposition). Software cuts applied to
event stream (2) alone to identify free np scattering events were
kept to a minimum to avoid complicated systematic errors. We
relied instead on the accuracy of the background subtractions,
which could be verified to high precision. Before application of
cuts, additional MWPC requirements were added in software
to amplify the hardware definitions of the various triggers.
Thus, at least one hit in the x plane and at least one hit in the
y plane were required for each of the three MWPCs for events
from stream 2.

1. Particle identification

The correlation of DSSD vs BD energy depositions was
used to select two basic event classes for analysis of each of
the three tagged neutron event streams: (a) “2-stop” events,
where both protons associated with the neutron stopped inside
the DSSD (either the same or different quadrants of the
tagger); and (b) “1-punch” events, where one of the protons
stopped inside a DSSD and the other punched through to
the BD in a different quadrant and stopped there. These
two classes, as discussed further below, differ significantly
in neutron energy (E,) and position (x,g) profiles, allowing an
important crosscheck on the accuracy of the tagging technique
by comparing np cross sections extracted independently
from each class. The 2-stop events were further subdivided
according to whether the higher of the two recoil proton DSSD
energy depositions (E 1) was below or above 5.0 MeV. Protons
with E,; > 5.0 MeV range out near the exit of the DSSD, and
hence possibly in dead layers at the back of the DSSD or
front of the BD, making this event class subject to somewhat
greater ambiguity regarding complete recoil proton energy
reconstruction and accuracy of the predicted x,, value for the
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FIG. 3. (Color online) Particle identification plot for one DSSD-
BD combination for (a) tagged proton candidates and (b) tagged
neutron candidates. The two-dimensional gate used as part of the
selection criteria for 1-punch tagged neutron events is shown in panel
(b), and again in panel (a), where its location can be gauged with
respect to both recoil deuterons and recoil protons that punch through
the backing detector.

tagged neutron. Events where both protons punched through
to the BDs, or where either punched through the BD itself,
were not included in the analysis because they corresponded
to E, below the range of interest.

Figure 3 shows raw spectra for both tagged neutron candi-
dates [event stream 1 in panel (b)] and tagged proton candidates
[event stream 4 in panel (a)] of the energy deposited in a typical
DSSD quadrant vs that in the companion BD when the latter is
nonzero. The tagged proton events exhibit clear recoil proton
(lower) and deuteron (upper) particle identification loci, while
only the proton locus remains for tagged neutron events. The
loci bend backward when the detected particle begins to punch
through the BD. The two-dimensional gate (dark boundary)
shown in each panel was used to select recoil protons that
enter and stop inside the BD, e.g., to identify the 1-punch
tagged neutron events. Note that the most intense region along
the proton locus, corresponding to deuteron breakup events
with an energetic large-angle proton, is thereby eliminated.
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So are events lying off the proton locus, where the backing
detector response may be corrupted by noise or pileup.

Figure 4 shows the reconstructed E, and x,g distributions
for the tagged neutrons in the 2-stop (for all values of E;)
vs 1-punch samples. While the two samples yield overlapping
distributions, it is clear that the 1-punch events correspond on
average to lower-energy neutrons at larger production angles
(preferentially populating the beam-right side of the secondary
target).

2. Correlated noise in the BD

Special care was taken in the definitions of 1-punch and
2-stop events to minimize effects of substantial detector noise
picked up by the large-capacitance BDs. An important source
of this noise was discovered to arise from the initiation of pulse
height information readout on the adjacent DSSD front-end
electronics [17]. The induced noise was strongly correlated
among the four BDs, as illustrated in Fig. 5. This figure reveals
two uncorrelated bands parallel to the x and y axes, due to
1-punch events in one of the quadrants and low pulse height
noise in the other (the pedestals for each BD appear in ADC
channel ~10). But one also observes a strong diagonal band
indicative of noise correlations between the two quadrants.

Since the noise correlation pattern extends beyond a
reasonable software threshold, it was necessary to use a
two-dimensional gate, such as that shown in Fig. 5, to bound
the noise correlation region. Candidates for valid 1-punch
events were then required to: (1) surpass a threshold ADC
channel (*15) on at least one BD; (2) fall outside the noise
correlation gates for all BD pairs; (3) not surpass the BD
noise peak (ADC =~70) in more than one BD; and (4) fall
within the PID gate in Fig. 3 for the appropriate quadrant.
These conditions and the complementary ones required for
2-stop events reduced the flux of tagged neutrons considered
for subsequent analysis by removing events with BD pulse
height ambiguities, but because they were applied equally to all

T T T T T T T T T T T T
[ Sum of 1-punch and

| 2-stop events 2-stop events:

Counts

1-punch events
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FIG. 4. (Color online) The reconstructed energy (a) and horizontal transverse coordinate (b) of tagged neutrons at the secondary target for

1-punch events, 2-stop events, and their sum (solid black line).
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FIG. 5. (Color online) The ADC outputs of two BDs plotted
against one another, revealing regions of 1-punch tagged neutron
events, but also a region dominated by correlated noise in both
quadrants. Events along the x and y axes, where one BD signal
falls in the pedestal region, are also mostly valid 1-punch events.

tagged neutron event streams they did not introduce systematic
errors in the np cross section extraction.

B. Corrupted events subtraction

An event misidentification mechanism discovered during
the data analysis was attributed to an electronics malfunction
in the gating or clearing circuit for the electronics module
that was used to digitize the pulse height information for all
four BDs. The effect of the malfunction was to zero out valid
BD energy signals for a randomly selected fraction of punch-
through events. The effect was seen clearly, for example, in the
pd elastic scattering events in stream 4, where a software gate
placed on the two-body kinematic correlation between recoil
deuteron DSSD energy deposition and forward proton angle
could be used to select events in which the deuteron must have
stopped in the BD. Roughly 3/4 of these events showed the
anticipated BD pulse height, but 1/4 had Egp = 0. In the case
of tagged neutrons, the corrupted events were misidentified
as 2-stop events and gave systematically incorrect predictions
of the tagged neutron trajectory, because some recoil proton
energy was lost. However, the availability of full information
for the surviving punch-through samples allowed us to emulate
the effect and subtract the corrupted events accurately.

The corrupted events were easily distinguished in event
stream 2 by using the MWPC tracking information. Figure 6
shows the correlation for event stream 2 between E; in the
tagger and Xyack — Xiag, Where Xy,c denotes the transverse
coordinate of the detected proton from np scattering at the
secondary target, as reconstructed from the MWPC hits. The
majority of events have Xk — Xiag & 0, independent of £,
as expected when both the tagging and tracking are accurate.
The corrupted events populate the “tail” to the left of the most
intense band, with x,e exceeding Xyack by an amount that is
strongly correlated with the recoil proton energy deposition
in the DSSD: the lower E,, the larger is the lost Epp and
the consequent error in x,,. While the corrupted events could
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FIG. 6. (Color online) The correlation for apparent 2-stop
np scattering candidates between the higher of the DSSD energy
depositions for the two recoil protons in the tagger and the difference
in predicted x coordinates at the secondary target from neutron
tagging vs forward proton ray-tracing. The long correlated tail
contains corrupted punch-through events for which electronic loss
of backing detector energy information has led to misidentification
of the event and large systematic errors in the tagging.

be eliminated from event stream 2 by a software gate within
Fig. 6, they could not have been similarly eliminated from
event streams 1 and 3, where there was no forward proton to
track. Hence, it was essential to find a way to subtract these
corrupted events reliably and consistently from all three tagged
neutron event streams.

The corrupted events were simulated using all recorded
punch-through events that survived with their BD energy
information intact by reanalyzing these events after artificially
setting Egp = 0 in the software before tagging reconstruction.
The distribution shapes of the tail events in Fig. 6 with
respect to all variables were accurately reproduced when
this simulation was based on all events in Fig. 3(b), both
inside and outside the two-dimensional gate drawn, and also
including events where both recoil protons punched through
their DSSDs. To determine the fraction of these punch-through
events that was affected by the electronics malfunction, we
relied on a comparison of the subsamples of our simulated
events and of the apparent 2-stop events that had valid BD
timing information despite having Epp = 0. Because the BD
noise problems necessitated high thresholds to generate timing
signals, these subsamples populate mostly the far tail in Fig. 6,
corresponding to E,; < 3.5 MeV (thus, to relatively large
BD analog signals). The corrupted fraction of punch-through
events was in this way determined independently for each
of the three tagged neutron event streams and found to be
identical for the three, within the statistical precision (typically
~1%) available in matching simulated and recorded corrupted
event subsamples. The fraction varied slightly with time
during the production run, but averaged 23%. The success
of this simulation and the persistence of the corrupted fraction
across (both tagged neutron and tagged proton) event streams
provide strong support for our assumption that the malfunction
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FIG. 7. (Color online) The subtraction of the simulated corrupted
events removes the tail from the 2-stop event sample. The simulated
spectrum has been normalized by matching to the 2-stop subsample
characterized by backing detector information with valid times but
Zero energy.

affected a random sample of punch-through events. Because
the fractional loss of 1-punch events to this corruption was
independent of event stream, there was no residual systematic
effect on the extracted 1-punch cross sections, but rather only
a slight loss of statistical precision.

Figure 7 shows a comparison of the Xyck — Xiag SPeCtrum
for all 2-stop events in stream 2 with the simulated corrupted
sample, normalized as described above via the subsample with
valid BD timing signals. The subtraction eliminates essentially
completely the corrupted events with E,; < 5.0 MeV, or
Xirack — Xtag < —3 cm, leaving a reasonably symmetric small
background (discussed furtherin Sec. V A5) at |Xrack — Xtag| >
5 cm. We therefore assume that the subtraction is similarly
successful for event streams 1 and 3, where we have no tracking
information to compare, and associate a systematic error for the
subtraction (see Sec. V B2) that reflects only the uncertainty in
the normalization scheme for the simulated corrupted events.

For E,; > 5.0 MeV, there is a remaining tail of small extent
in the subtracted Xyack — Xiae Spectrum in Fig. 7 that arises
not from the electronics malfunction but rather from recoil
protons that barely punch through the DSSD, while depositing
insufficient energy in the BD to be distinguished from noise.
Because of these events, we have separately analyzed the
2-stop samples with E,; <5.0 MeV and E,; > 5.0 MeV.
For the latter sample, after subtracting simulated corrupted
events, we used a two-dimensional software gate on Fig. 6 to
eliminate events in stream 2 that had potentially distorted x;,g
information, thereby rejecting 18% of 2-stop E,; > 5.0 MeV
events (as opposed to the 23% of all 2-stop events in stream
2 that were affected by the corruption). The yields of 2-stop
E,1 > 5.0 MeV events in streams 1 and 3 were then scaled
down by the same 18% to remove the remaining events of
questionable 2-stop pedigree.
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The small peak at Xk — Xag A 0 in the simulated back-
ground in Fig. 7 indicates that a small fraction of the punch-
through event sample used in the simulation really corresponds
to true 2-stop events that were misidentified by virtue of BD
noise that evaded the noise cuts discussed in the preceding
subsection. Subtracting this small fraction of valid 2-stop
events along with the simulated corrupted events has the effect
of reducing the 2-stop tagged neutron yield by ~3% in all
three event streams, with no significant consequence for the
absolute np cross sections extracted from the 2-stop sample.

C. Background subtraction

The background events for this experiment came mostly
from np quasifree scattering off carbon nuclei in the CH,
target. However, there were also some prominent sources
displaced from the secondary target, including: (1) protons
coming directly from the gas jet production target, or from
the exit flange on the Cooler beam 6° magnet chamber (see
Fig. 2), that evaded the veto scintillators because of either
their imperfect coverage or their electronic inefficiencies;
(2) np scattering events induced either on scintillator edges or
on the Lucite light guide for the SUYV, yielding pulse heights
below that veto detector’s threshold; and (3) quasifree np
scattering induced on the vertically narrow (but longitudinally
thick) aluminum frame used to support the secondary target.
By frequently interchanging the CH, target with a graphite
target closely matched in transverse dimensions and in areal
density of carbon nuclei, we were able to subtract the
backgrounds from all sources simultaneously. The relative
normalization of the CH, and C runs was determined from
the pd elastic scattering yield from the GJT, as recorded
in event stream 4 [17]. The background subtraction was
determined to be sufficiently reliable that we could avoid
imposing many kinematic cuts, with potentially significant
systematic ambiguities, to define free np scattering events.

The accuracy of the background subtraction can be judged,
for example, from Fig. 8, which presents CH, and C spectra,
and their difference, with respect to y,s (the vertical impact
position of the neutron on the secondary target, as recon-
structed from the tagger) and AE scintillator pulse height
within a narrow np scattering angle range. These two particular
variables have been chosen for display in the figure because the
CH; spectra show prominent background features associated
both with quasifree scattering (the long high pulse height
tail in AE) and with other sources (the y,g = —11 cm peak
from the aluminum support frame). Both sources are precisely
eliminated by the background subtraction. Indeed, upper limits
on the surviving remnants of these features allow us (as
described in Sec. V B1) to reduce the systematic uncertainty
for the background subtraction even below the level given by
the precision of the measured C/CH, target thickness ratio
(£0.6%). Comparison of the y, spectra for C and CH, in
Fig. 8 also reveals another localized non-target source, near
Yiag = 0, that is removed by the subtraction. This appears to be
localized horizontally as well, to a region near the beam-left
edge of the SUV scintillator, and might reflect scattering from
a small damaged region of that scintillator with reduced light
collection and veto efficiency.
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FIG. 8. (Color) Distribution of np scattering event candidates with respect to y,, and to AE scintillator pulse height for the CH, and C

targets separately and for the difference between them.

D. Free scattering cuts

Software conditions imposed only on event stream 2 to
distinguish free scattering from background events have the
potential to remove free scattering yield in sometimes subtle
ways. They were thus used in the analysis only when they
could substantially reduce the statistical uncertainties (i.e., by
suppressing background to be subtracted) without introducing
significant systematic uncertainties in correcting for the free
scattering losses, or when such losses were judged to be
inevitable to remove ambiguities in the analysis. The accuracy
of the C background subtraction provided a reliable method to
judge the extent of any free scattering event removal.

The most effective such cut applied was placed on the
correlation of forward proton energy loss in the A E scintillator
with the laboratory angle of the proton trajectory. The
applied two-dimensional software gate is superimposed on the
observed distribution of events following CH,-C subtraction
in Fig. 9. This distribution reveals that very few free scattering
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FIG. 9. (Color online) The distribution of np scattering candidate
events after subtraction of C from CH, data with respect to AE
ADC and proton lab angle. The lines show the boundaries of the gate
applied to event stream 2 to select free scattering events.

events were removed by this gate, but it is clear from the
long tail seen in the projected unsubtracted spectrum for one
angle bin in Fig. 8(c) that a substantial number of quasifree
background events, leading to lower-energy outgoing protons,
were successfully removed.

In contrast, we did not apply a comparable cut on the energy
deposition of the forward proton in the rear hodoscope, where
it generally stopped, despite an appreciable difference in the
distributions of hodoscope energy between free and quasifree
events. The reason for avoiding this cut is illustrated in
Fig. 10: the free scattering spectrum revealed by the C sub-
traction exhibits a quite substantial low-energy reaction tail in
addition to the well-defined full-energy peak. An unacceptably
large systematic error would have been introduced by the need
to correct for loss of these reaction tail events if we had imposed
a cut on hodoscope energy to suppress background.

A benign cut imposed for slight background reduction
placed an upper threshold on the 2 value obtained for a linear
track fit to the reconstructed MWPC space points. The CH,-C
subtraction indicates that only (0.2 &= 0.1)% of free scattering
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FIG. 10. (Color online) The distribution of np free scattering
events in the scattering angle bin 6;° = 3°-6° with respect to forward
proton energy deposition in the rear hodoscope. The curve represents
a fit with a Gaussian plus exponential tail. The tail represents valid
free scattering events where the proton undergoes a nuclear reaction
in the stopping scintillator.
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events were removed by this condition. More serious (6.3% of
total CH,-C yield), but unavoidable, losses were introduced
by cuts confining the tagging and tracking information in
event stream 2 to agree within [Xiack — Xie|<2.5 cm and
[Vtrack — Yiagl < 2.0 cm. These limits correspond to 30 of
the narrow Gaussian resolution function that dominates these
distributions in the CH,-C spectra. Nonetheless, the cut
eliminates events in long distribution tails that are affected
either by tagging errors or by sequential reactions of the tagged
neutron, which introduce serious ambiguities in interpretation.
This cut, and its consequence for systematic uncertainties, is
discussed further in Sec. V AS.

Finally, it is worth mentioning one additional cut that we
chose not to impose. The transverse np vertex coordinates are,
in fact, determined by the tagging and tracking with consider-
ably better resolution than implied by the o ~ 7-8 mm value
mentioned in the preceding paragraph [17]. This latter value
is dominated by the thickness of the secondary target, simply
reflecting the uncertainty in precise longitudinal origin of the
np scattering vertex. Much better information is, in principle,
available by locating the vertex in three dimensions at the point
of closest approach of the neutron trajectory reconstructed
from the tagger and the proton trajectory reconstructed from
the MWPCs. Distributions of such reconstructed secondary
vertex coordinates [17] permit tagged neutron radiography
of the background sources displaced from the CH, target.
However, any cuts to remove such background sources in this
manner would be affected by the strong dependence of the
reconstructed vertex resolution on the proton scattering angle
(vertex information clearly deteriorates as the neutron and
proton trajectories approach collinearity). We decided to rely
completely on the C subtraction to remove such other sources
of background, in order to avoid consequent angle-dependent
free scattering event losses.

E. Acceptance

The lab-frame proton scattering angle 6, is determined
for each analyzed event as the opening angle between the
neutron trajectory reconstructed from the tagger and the
forward proton trajectory reconstructed from the MWPCs.
The geometric acceptance of the forward detector array for np
scattering events is a function of both 6,7 and the coordinates
of the scattering vertex at the secondary target. Because
the distribution of scattering vertex coordinates, especially
of xug (see Fig. 4), differed among the three analyzed data
subsamples (1-punch, 2-stop with E,; < 5.0 MeV, and 2-stop
with E,; > 5.0 MeV), the acceptance had to be evaluated
separately for each subsample. This was done by comparing
simulated to measured distributions of events with respect
to azimuthal angle qb;c within each 9;° bin, for each data
subsample.

The simulations were constrained to reproduce the mea-
sured distributions of the longitudinal production vertex
coordinate of the neutron within the GJT (common to all
three data subsamples) and its transverse coordinates on the
secondary target (separately for each subsample). Within these
distributions, coordinates were generated randomly for each
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FIG. 11. (Color) Comparison of the measured (solid line with
sizable statistical fluctuations) and simulated (dotted line) distri-
butions of free (CH,-C) np scattering events in the angle bin
0,7 = 42°-45° with respect to proton azimuthal scattering angle ¢
for the 1-punch (a) and 2-stop (b) data samples. Forward detector
geometry parameters, plus a single overall normalization parameter
per angle bin and data sample, were adjusted to optimize the fit
simultaneously for all angle bins and both data samples.

event, as were also 0;“ (in the range 0°-75°) and quf (over the
full azimuthal range). Generated outgoing proton trajectories
were then accepted if they would yield signals above the
hodoscope pulse height threshold (required in trigger) and
in all three MWPCs (required in the data analysis). Forward
detector location parameters were tuned slightly from their
measured values to optimize the fit of the simulated to the
measured ¢ distributions for all 6,7 bins and for 1-punch and
2-stop samples simultaneously.

The high quality of the fits obtained is illustrated in
Fig. 11 for the 1-punch (a) and 2-stop (b, summed overall E )
samples for a single large angle bin, 6 = 42°-45°, where
the observed azimuthal distributions display considerable
structure. The structure reflects the rectangular shape of the
hodoscope and large MWPC, projected onto 6 — ¢ space:
e.g., the four peaks observed correspond to the four detector
corners. The small changes in distribution between the 1-punch
and 2-stop samples — e.g., in the relative heights of the
peaks and in the extent of the dips near ¢;° = 0° (beam-left
side) and 180° (beam right) — arise from the shift in x,, profiles
seen in Fig. 4. These features are all reproduced very well by
the simulations. For 9;° < 24°, the measured and simulated ¢
distributions are essentially uniform over 27, indicating full
acceptance. Figure 12 shows the simulated acceptance for the
1-punch data sample as a function of 6;°. The 0.2% shortfall
from full acceptance near 0° reflects protons incident normally
on the small cracks between adjacent hodoscope elements.
Results presented in the next section are limited to the angle
range for which the acceptance is at least 50%; at larger proton
angles the uncertainty in acceptance grows rapidly.

IV. RESULTS

The absolute differential cross section for np backscattering
was extracted independently for three data samples — 1-punch,
2-stop with E,; < 5MeV, and 2-stop with E,; > 5 MeV—from
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FIG. 12. (Color online) The simulated acceptance of the 1-punch
data sample. The inset shows a greatly magnified vertical scale for
the most forward proton scattering angles.

the yields of event streams 1, 2, and 3 as follows:

(d_") _ N2 (65) e
A2 )y, (Ny + No+ Na)tyld cos (05 ) lag (603)

where N>(6)) represents the number of free scattering events
from stream 2 within a given reconstructed proton angle
bin, surviving all relevant cuts and background subtractions;
Ni, N,, and N3 in the denominator represent analogous tagged
neutron yields from the mutually exclusive event streams 1
(corrected for prescaling), 2 (angle-integrated), and 3; the
¢; represent small corrections, summarized in Table I with
details in Sec. V, for various inefficiencies, tagged neutron
losses or backgrounds, software cut and dead time differences
among event streams, and resolution smearing; 5 = (1.988 &+
0.008) x 10* H atoms/cm’ for the CH, target; and a4 is
the azimuthal acceptance determined from simulations for the
given angle bin. The data were analyzed in 1 MeV wide slices
of reconstructed neutron energy from 185 to 197 MeV and
an effective cross section was extracted at the mean neutron
energy of 194.0 £ 0.15 MeV. For this purpose, a small (always
<1%) cross section correction was made for the deviation of
each analyzed slice from the mean energy, using the theoretical
energy- and angle-dependence calculated with the Nijmegen
PWAO93 solution [5].

The np scattering angle was determined event by event with
a resolution dominated by the multiple Coulomb scattering
of the outgoing proton in the CH, target material. The rms
multiple scattering angle through half the target thickness
(assuming an average scattering vertex at the center plane
of the target) varied from 1.0° for forward protons to 2.3° for
the largest-angle protons analyzed. In contrast, the angle of
the incident neutron was determined from the tagging with
a typical resolution o &~ 2 mrad [17]. To keep corrections
for resolution smearing of the angular distribution small (see
Sec. VD), the data were analyzed in 3° wide lab angle bins.

The cross sections for the three data subsamples, with
their independently determined absolute scales, are mutually
consistent in both magnitude and angular shape, within
statistical uncertainties, as revealed by the comparisons in

6]
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TABLE 1. Correction factors and systematic uncertainties in
correction factors for the np cross sections.

Source

Correction factor (c;)

Uncertainty in c;

Accid. tagger coinc.
Non-H tagger
background

n pos’n unc. on CH,
n atten’n before CH,
Sequential react’ns
& Xxg(n) errors

C bkgd. subtraction
Hin C target
Corrupted event
subtraction

Software cut losses
Reaction tail losses
Neutron polarization
effects

CH, tgt. thickness
np scattering
acceptance

MWPC inefficiency
Trigger inefficiency

Dead time diffs.
Scattering angle
errors

Angle resolution
(mult. scattering)
Net, typical

1.0003
1.0067 (2-stop);
1.0044 (1-punch)
1.0000
1.005
1.063

1.0000
1.000
1.000

1.010
1.004
Angle-dependent:
<1.0012 (1-punch)
>0.9986 (2-stop)
1.0000
1.0000

1.017
1.002 + 0.008 x
cos*(6,)
0.991
1.000

Angle-dependent:
0.946 - 1.014
~1.10

<=£0.001
+0.002

£0.001
+0.0025
+0.010

+0.004
+0.004
< £0.001

+0.005
+0.002
+0.001

+0.004
< £0.001 (>120°)
— £0.017 (90°)
+0.002
£[0.001 + 0.004
x cos*(0,)]
£0.005
Angle-dependent,
< £0.004
£0.001-0.005

~+0.016

Fig. 13. The figure shows the relative difference, ((g—g)sample A —
(42 )sampleB)/ (4 )sampleB), between pairs of cross sections
for the three data samples. The reduced x2 value for the
comparison of each pair of samples is indicated in the legend
to Fig. 13. This comparison supports the reliability of the
experiment and analysis, because these samples come from
complementary regions of the tagged beam spatial and energy
profiles (see Fig. 4) and are subject to somewhat different
systematic error concerns. We view the agreement in absolute
cross section scale as a particularly significant demonstration
of the accuracy of the neutron profiles reconstructed from
tagging and of the subtraction procedure applied to remove
corrupted events from the 2-stop sample (see Sec. IIIB).
Cross sections extracted for different time periods within
the production runs, and with different sets of cuts, are also
consistent within uncertainties.

The results, averaged over all three data samples, are
compared in Fig. 14 with previous experimental results at
162 MeV [7] and with the Nijmegen partial wave analysis
(PWA93) at the two relevant energies [24]. The measured
points are plotted at the yield-weighted centroid angle of
each analyzed bin. The comparison of the present results
with previous experiments and with partial wave analyses
is discussed in detail in Sec. VI, after first describing the
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FIG. 13. (Color) The fractional differences between the absolute
differential cross sections extracted for different analyzed data
subsamples. The plotted error bars take into account only the inde-
pendent statistical (including those from background subtractions)
uncertainties for the three samples. Slightly different correction
factors ¢; were applied to the cross sections for different samples,
as indicated in Table I, before the comparison was made.

nature and evaluation procedure for each of the systematic
uncertainties included in Table I.

V. SYSTEMATIC ERRORS

Most of the individual correction factors c¢; applied to
the extracted cross sections, and their associated systematic
uncertainties listed in Table I, have been evaluated via
complementary analyses of the data. In this section we
briefly describe the procedures used and error estimates for

14 -« Present exp’t, 194 MeV
L A
[ 2 Uppsala, 162 MeV -
12 —— PWA93, 194 MeV Ny
SR PWA93, 162 MeV
& 10F g
a C
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E 8
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100 120 140 160 180
6¢.m.(deg)

FIG. 14. (Color online) Absolute differential cross section from
the present experiment compared with data from Ref. [7] and with
PWA calculations at two relevant energies. The error bars on the
present results are statistical, including background subtraction. The
width of the shaded band at the bottom, representing the net absolute
systematic uncertainty, including that in the overall normalization, is
comparable to or smaller than the statistical error at each angle.

PHYSICAL REVIEW C 74, 044003 (2006)

each, being careful to distinguish uncertainties that affect
only the overall cross section normalization from those with
appreciable angle dependence. In the latter cases, we also
characterize the degree of correlation among the uncertainties
at different angles to facilitate inclusion of the uncorre-
lated systematic errors in PWAs including the present data.
For purposes of logical flow, we organize the discussion
into four categories: (A) tagged neutron flux uncertainties;
(B) np backscattering yield uncertainties; (C) target thickness,
acceptance, and efficiency uncertainties; and (D) errors in
determining the kinematic variables. In Sec. V E we present a
summary of the angle-dependent systematic errors.

A. Tagged neutron flux uncertainties

The sources below contribute to uncertainties in extracting
the angle-integrated yields N;,3 in Eq. (1), dominated
by the noninteracting tagged neutrons in event stream 1. All
of the issues discussed in this subsection give rise to overall
(angle-independent) normalization errors in the differential
cross sections.

1. Accidental tagger coincidences

Accidental coincidences between two uncorrelated parti-
cles detected in the tagger contribute slightly to the apparent
tagged neutron flux on the secondary target, leading to an
underestimate of the cross section. The accepted events in
all three event streams passed a cut on the time difference
At = (tp1 — tp2) between the two tagger hits, as indicated in
Fig. 15. The correction factor was determined from the ratio
of events in stream 1 that passed all other cuts defining the
tagged neutron beam but fell within one of two displaced time
windows, |At + 110ns| < 70 ns and |[At — 170ns| < 70 ns, to
the yield in the prompt coincidence window |A¢ — 30ns| < 70
ns. The resulting correction factor is ¢; = 1.0003, with an
uncertainty <=£0.001, showing that accidental coincidences
were a minor issue for the experiment.

2. Tagger background from non-*H sources

Additional possible background contributions to the tagged
neutron flux could arise from real (correlated) two-particle
coincidences in the tagger, generated by proton beam interac-
tions with nuclei heavier than deuterium in material displaced
from the GJT. This possibility was checked via runs where
hydrogen gas was substituted for the deuterium in the GJT
to induce similar beam “heating” without any real possibility
of tagged neutron production (since the proton beam energy
was far below pion production threshold for the pp system).
A correction factor ¢, = 1.0044 £ 0.002 (1.0067 & 0.002)
for 1-punch (2-stop) events was determined from the ratio
of accidental-subtracted tags satisfying the tagged neutron
conditions with the hydrogen vs deuterium production targets.
The statistical uncertainties in these ratios were considerably
smaller than £0.002; the quoted uncertainty is intended to
allow for the possibility of slight systematic differences in
beam heating, hence in the rate of interactions with displaced
material, between the two GJT gases.
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FIG. 15. (Color online) The distribution of DSSD arrival time
difference between the two recoil protons for tagged neutron events,
shown for all 2-stop events (following subtraction of the corrupted
events as per Sec. III B) and for 2-stop events where the lower of the
two DSSD energy depositions (E ;) exceeds 2.0 MeV. The vertical
lines indicate the prompt coincidence gate (central region between
the inner two lines) imposed in the analysis, plus two displaced gates
used to assess accidental coincidence background in event stream
1. The long tail seen for events with E,» <2.0 MeV, arising from
detector noise and imperfect software corrections for time walk near
the front-end discriminator threshold, leads to an overestimate of the
accidental coincidence yield, but the correction and uncertainty still
remain quite small.

3. Impact position uncertainty on the CH, target

This is the first of several error sources we consider that
arise when a properly tagged neutron does not reach the
CH; (or C) secondary target, or reaches it at a significantly
different position than expected from the tagging. Because of
the finite (several mm) impact position resolution from the
tagger, some tagged neutrons predicted to hit the secondary
target may actually miss it, while some predicted to miss the
target may hit it. Especially near the target edges, where the
yield of np scattering events drops rapidly and nonlinearly
as a function of impact position, this resolution smearing
can affect the extracted cross sections. In practice, however,
we observe no statistically significant difference in cross
section normalization between the independent event samples
from the bulk of the target (|xue|<9.0 cm and |yugl <
9.0 cm) and from a 5.0-mm-wide strip (9.0 < |xggl <
9.5 cm or 9.0 < |yl < 9.5 cm) surrounding this core. From
this comparison and the fraction of all events arising near the
target edges, we infer a correction factor ¢; = 1.000 £ 0.001.

4. Neutron attenuation before the CH, target

Some tagged neutrons fail to hit the secondary target,
leading to an underestimate of the extracted np cross section,
as a result of interactions they undergo upstream of that
target. Approximately 3.5% of 200 MeV neutrons will undergo
an inelastic reaction of some sort in the upstream material
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[25], which is dominated by the 0.29-cm-thick stainless steel
vacuum window at the exit of the Cooler’s 6° magnet vacuum
chamber, the 0.64-cm-thick LUV plastic scintillator, and the
0.64-cm-thick SUV plastic scintillator (the first two of these
traversed at an incidence angle *~14°). However, many of these
“prescattering” neutrons give rise to charged products that get
vetoed by LUV or SUV (and hence do not contribute to the
tagged flux) or are removed by the C subtraction as apparent
np scattering events from an upstream source. Others yield an
energetic neutron or proton, not strongly deflected from the
original tagged neutron trajectory, that still strikes the nearby
secondary target with a chance to induce a tertiary interaction
there, and so might still be considered as part of the incident
flux.

We may judge the rate of such tertiary interactions from
events where a forward proton emerges from the secondary
target at a transverse location (Xick, Yirack) SUbstantially differ-
ent (by much more than the tagging position resolution effect
considered in Sec. V A3) from the predicted impact position
of the tagged neutron (Xag, Yiag)- Such tertiary interactions
introduce their own problems in the analysis, to be addressed
separately in the next subsection. Here, we study them to place
limits on the probability of larger-angle upstream scattering,
which yields no chance of a tertiary scattering. In Fig. 16, we
show the difference spectra for X ack — Xtag and Yirack — Yiag for
1-punch events (to eliminate ambiguities from the corrupted
2-stop events seen in Fig. 6) after CH,-C subtraction (to
eliminate ambiguities from np scattering induced on material
displaced from the secondary target). The narrow Gaussian
resolution peaks sit atop a broad background that has important
contributions from these tertiary interactions.

By fitting the background in Fig. 16 with a broad Gaussian,
and assuming that the probability of initiating a scattering in
the secondary target is roughly the same for the prescattered
neutrons as for the bulk of the tagged neutrons, we estimate
that 0.5% of tagged neutrons may be prescattered through
a sufficiently large angle to cause a transverse displacement
greater than 10 cm (i.e., half the target width or height) on
the secondary target. We use this estimate to infer a correction
factor ¢4 = 1.005 4= 0.0025 for tagged neutron prescattering
flux losses before the CH, target. The +50% uncertainty we
assign to (¢4 — 1) is intended to account for non-prescattering

10"} ovents. 10| et
@ 10%|CHz - C @ 10°|CH, - C
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8 10 § 10

"l | |
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Xirack ~ X(ag (Cm)

-10-5 0 5 10

Ytrack ~ ylag (Cm)

FIG. 16. (Color online) The difference distributions in x (left) and
y (right) coordinates determined from tracking of the forward proton
vs reconstruction of the tagged neutron, for the 1-punch data sample
after CH,-C subtraction. The vertical lines indicate the location of
software gates used to remove events that may be complicated by
sequential reactions or tagging errors.
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origins of the background in Fig. 16 (e.g., tagging errors or
sequential reactions within the CH, or tertiary scattering of a
forward proton in material following the CH, target) and for
possible upstream neutron interactions that elude the above
analysis.

5. Sequential reactions in the secondary target or upstream
material

Here we deal explicitly with the events contributing to the
broad backgrounds in Fig. 16 and in the analogous distributions
for 2-stop events. From the behavior of these events and
the differential cross sections we extract specifically from
them, we judge them to correspond primarily to valid free np
scattering in CH, either following an earlier interaction of the
tagged neutron or preceding a later interaction of the forward
proton. The two interactions will in some cases both have taken
place within the CH, target. Some of the background may also
arise from tagging errors associated with less than complete
energy collection for the recoil protons in the tagger. A more
quantitative decomposition of the observed background among
these sources is discussed below. Regardless of their detailed
source, the events in the tail regions of Fig. 16 are distorted
because we mismeasure the scattering angle and possibly
the incident neutron energy for the free np scattering. While
a small fraction of the events within the peak regions in
Fig. 16 may also be affected by (forward) sequential reac-
tions, we consider them to be a valid part of the analyzed
sample because the agreement between tracking and tagging
demonstrates that the np scattering angle has been measured
within our experimental resolution for all these events.

The least biased way to handle the tail events in Fig. 16
is to eliminate them from the analyzed sample. This is
simple enough to do for each angle bin in event stream 2,
via the software cuts requiring |Xrack — Xtag| < 30, and | Yirack —
Yiag| <30y, where o, ~ 0.8 cmand o, ~ 0.7 cm are the widths
of the narrow Gaussian peaks in Fig. 16. (The widths are
dominated by the longitudinal vertex uncertainty introduced
by the secondary target thickness, see Sec. III C) These cuts
combine to eliminate 6.3% of the event stream 2 (CH,-C) yield,
averaged over 1-punch and 2-stop samples and integrated over
scattering angle. The fraction of events removed varies slowly
with np scattering angle, increasing by an average factor of
1.2-1.3 as one goes from c.m. angles near 180° to those near
100°, thus slightly modifying the angular distribution shape of
the extracted np differential cross section.

The fraction of events removed and its angle dependence
are qualitatively consistent with expectations. Of the 3.5% of
tagged neutrons that will undergo inelastic reactions upstream
of the CH, target, we estimate that roughly 1.5% will escape
being vetoed and hence will contribute to these tails. Another
2.6% of incident neutrons or outgoing protons are expected
to undergo a second reaction in the CHj, at normal incidence.
However, proton postscattering grows in importance with the
proton angle emerging from the primary np scattering, because
the proton sees a thicker target at a lower energy (implying a
larger reaction cross section). We thus expect roughly 5% of
np scattering events to be removed from the peak to the tail
regions in Fig. 16 via nuclear pre- and postscattering, with
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the fraction increasing slowly with increasing proton angle.
This estimate is consistent with the 2.4% of events seen in
the tails of the yiack — Yiae distribution. The somewhat larger
losses observed in the Xxyack — Xiag tails suggest an additional
contribution from tagger errors, which cannot depend on np
scattering angle.

Removal of the tail events from the analyzed np scattering
sample requires simultaneous removal of the neutron flux
that leads to such compromised events. However, we have no
access to analogous cuts for event streams 1 and 3, where there
is no MWPC information. Hence, we introduce the (angle-
independent) flux correction factor ¢cs = 1.063 &= 0.010 under
the assumption that the events removed from event stream 2,
integrated over angle, arise from the same fraction of the tagged
neutron flux. (The actual correction factors applied differ for
the three data samples, reflecting differences in the fraction
of events removed by these cuts.) The uncertainty allows for
errors in this assumption, for example, because it neglects
the energy dependence of the np scattering probability in the
CH, target. The uncertainty is also intended to encompass
the possible exclusion of valid single-scattering np events
in the extreme (beyond £30) tails of the resolution profile and
the possible inclusion of events (lying beneath the peaks in
Fig. 16) slightly affected by sequential reactions. This is the
largest single correction and systematic uncertainty we apply.

B. Uncertainties in absolute np backscattering yields

Analysis issues in the extraction of the free scattering
yield N,(0) needed in Eq. (1) can lead, in principle, to
angle-dependent errors. We thus specify for each case below
whether the estimated uncertainty should be considered as
angle dependent and as uncorrelated from angle bin to bin.

1. Uncertainties in background subtraction via the C target

As described in Sec. III C, we relied heavily on the CH,-C
subtraction to remove simultaneously backgrounds due to
quasifree scattering from carbon nuclei in the secondary
target and to reactions induced on displaced sources. The
precision of the subtraction depends on that of our knowledge
of the relative target thicknesses and integrated neutron flux
exposures for the CH, vs C runs and on the stability of
beam conditions between the two sets of runs. The relative
normalization, taken from cleanly (kinematically) identified pd
scattering yields measured simultaneously, is determined with
quite high statistical precision but could, in principle, deviate
systematically from the more relevant ratio of tagged neutron
yields. The overall precision of the relative normalization was
judged from the extent to which scattering events from the
aluminum target platform [see Fig. 8(a)] were successfully
removed by the C subtraction. We concentrate first on this
background source because its yield is not sensitive to the
CH,/C target thickness ratio.

The reconstructed y,, distributions in the vicinity of the
aluminum platform peak, for both CH, and C targets (see
Fig. 8), could be well reproduced by the sum of a Fermi
distribution and a polynomial to represent the bottom target
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edge and a Gaussian to represent the aluminum peak. The fit
for the CHj; is shown in Fig. 17(a). An analogous fit was then
carried out for the C-subtracted spectrum in Fig. 8(b), fixing
the positions and widths of the Gaussian and Fermi-function
contributions to their common values for CH, and C. The ratio
of events in the Gaussian peak after subtraction to that before
subtraction is (1.9 & 0.54) x 1073, providing one measure of
the accuracy of the background subtraction.

An independent measure was provided for each np scatter-
ing angle bin by the fraction of high energy-loss tail events
that survive the subtraction in AE pulse height spectra [see
Fig. 8(c)]. The tail events were integrated by summing all
counts at AE values more than 40 above the center of a
Gaussian fitted to the free scattering peak, as illustrated in
Fig. 17(b). For the three largest 6, bins studied, this approach
breaks down because the free scattering AE peak develops
a substantial Landau tail and is no longer well reproduced
by a Gaussian shape. But for all (12) smaller-angle bins, the
ratio of tail events after to before C subtraction fluctuates
about zero, with a weighted average over angle bins of
(2.97 +0.24) x 1073, This measure is sensitive to the target
thickness ratio as well as to the relative flux normalization for
CH,/C. The two measures combined do not give compelling
evidence of a need for any correction and are conservatively
summarized by associating with the C subtraction an angle-
independent correction factor cg = 1.000 £ 0.004.

The uncertainty estimated in this way also subsumes two
other potential sources of systematic error. One is accidental
coincidences between a real tagged neutron and an uncor-
related forward-going proton emerging from the GJT or the
Cooler beam pipe (the most abundant sources of protons). To
the extent that such coincidences passed all our cuts, they might
have contributed to N,(6) for the CH, target. However, since
these accidentals are independent of the presence or nature of
the secondary target, they would be subtracted via the C target
measurements. The second effect concerns possible proton
attenuation before the hodoscope, which is required as part of
the event stream 2 hardware trigger. The dominant material
between secondary target and hodoscope that might have
served as a source of such proton losses is the A E scintillator,
where tertiary interactions should cause abnormal energy loss.
Since the c¢ uncertainty estimate includes allowance for such
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abnormal pulse heights in carbon-subtracted AE spectra, it
should also include such proton attenuation effects.

One further potential complication with the background
subtraction could have arisen if there had been any appre-
ciable hydrogen buildup on the graphite target used for the
subtraction, a possibility limited by the hydrophobic nature
of graphite. In this circumstance we would subtract some
small fraction of the valid free scattering events and thus
would introduce an effective overall normalization error in
the hydrogen target thickness 7y used in Eq. (1). To estimate
this effect we considered np scattering events forward of
Oe.m. = 90°, where event stream 2 contained some coincidence
events, with a forward-scattered neutron detected in the
hodoscope and the larger-angle proton detected in the AE
scintillator and (at least) the front two MWPCs. The angle of
the proton was determined from MWPC ray-tracing, whereas
that of the neutron was deduced from the hodoscope elements
fired and from the position inferred from the time difference
between hodoscope phototubes mounted at the two ends of
each element [17]. The opening angle spectrum reconstructed
for such np coincidence events exhibited a clear free scattering
kinematic peak for the CH, target, but only the Fermi-smeared
and acceptance-limited angular correlation characteristic of
quasifree scattering for the C target (see Fig. 18). Figure 18
includes fits to the distributions for both targets based on the
sum of a quadratic background and a Gaussian free scattering
peak, with the peak location and width fixed for the C target to
the values determined from CH,. The fit for C is statistically
consistent with no hydrogen content in the graphite target,
with a 1o limit on the hydrogen thickness of 0.4% that of the
hydrogen in CH,. We thus apply a cross section correction
factor ¢; = 1.000 £ 0.004 for hydrogen in the C target.

2. Uncertainty in subtraction of corrupted events

For the 2-stop event stream, we followed the procedure
described in Sec. III B to subtract the punch-through events
that had been corrupted by the electronic loss of backing
detector pulse height information. There is no evidence for
any systematic deviation in distribution shapes between the
corrupted sample and our simulation of this sample using valid
recorded punch-through events. Thus, the only uncertainty we
consider is that in the normalization of the simulated sample
to the corrupted events in stream 2. The normalization factors
were determined from fits for the subsample of corrupted
events that had valid backing detector timing signals, and the
uncertainty in these normalization factors was then deduced
from the change in normalization factor that caused an increase
of unity in the overall x? value for the fit. The effect of
this normalization uncertainty on the extracted 2-stop cross
sections was typically 20.01% and is negligible in comparison
with other systematic errors. Hence, we assign a correction
factor cg = 1.000 with uncertainty <=£0.001 to the subtraction
of corrupted events.

3. Losses via software cuts

The efficiency of software cuts applied to event stream
2, but not to streams 1 and 3, was judged by comparing
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FIG. 18. (Color online) np scattering opening angle spectra
reconstructed for events where a large-angle proton fires at least
the first two MWPCs and a forward neutron appears to fire the
rear scintillator hodoscope. For such coincidence events, a clear free
scattering peak is seen with the CH, production target (upper frame),
whereas no hint of such a peak is seen for the C target (lower). The
solid curves are fits with a Gaussian peak superimposed on a quadratic
background. The distribution shape for C reflects the quasifree
np scattering opening-angle spectrum convoluted with the coinci-
dence acceptance of the forward detector array.

the ratio of cross sections obtained, after CH,-C subtraction,
for all events failing vs satisfying a given cut. The most
important of these cuts were on AE(@;C) (see Fig. 9) and
ON Xyrack — Xtag AN Yyrack — Yiag- The latter cuts were already
dealt with in Sec. V AS5. (Another cut, on the quality of
track fits, is treated together with wire chamber inefficiencies
below.) The A E cut limits were somewhat tighter than the 40
allowance used in estimating background subtraction accuracy
(see Sec. V B1). We found the ratio of background-subtracted
events failing/satisfying the AE cut to be 1.0%, averaged
over all event streams and angles. There is no evidence for
any significant angle dependence in this loss, but there are
strong enough fluctuations in the losses from angle to angle
or event stream to event stream that we assign a +50%
uncertainty to the losses. We thus apply a corresponding,
angle-independent correction factor cg = 1.010 = 0.005. With
this systematic uncertainty, application of the AE cut still
reduced the overall cross section error bars slightly because the
quasifree background to be subtracted decreased significantly.
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4. Reaction tail losses beneath the hodoscope energy threshold

Because we did not use any software cuts on energy
deposition in the rear hodoscope, we avoided the large
corrections that would have been needed to account for protons
lost to nuclear reactions in this hodoscope (see Fig. 10).
However, if the reaction is sufficiently severe that the deposited
energy falls below the hodoscope hardware threshold, then the
event will have been lost in hardware to a trigger inefficiency.
To estimate these potential losses, we fit the hodoscope energy
spectra after CH,-C subtraction to the sum of a Gaussian and
an exponential (reaction) tail, as shown in Fig. 10. The tail was
extrapolated to zero energy deposition, and the ratio of yields
below to above threshold (typically set at 5-10 MeV proton
energy) was thereby estimated. The loss below threshold was
found to be quite consistent with 0.4% for each scattering
angle bin, so that we again have applied an angle-independent
correction factor ¢1g = 1.004 £ 0.002.

5. Neutron polarization effects

While the stored proton beam in the Cooler was unpolarized
for this experiment, the neutron production reaction selected
neutrons scattered to one side of the beam (beam right) at
about 14° in the laboratory frame. At this angle, the 2H(p, n)
charge exchange reaction that dominates our tagged beam
production has a small polarization, so the beam neutrons
would have been slightly polarized vertically (perpendicular
to the horizontal production plane). The magnitude of this
effectis PP &~ —0.1, where the minus sign indicates that, for
neutron production to the right of the cooled proton beam, the
neutron spin points preferentially downward at the secondary
target. The tagged neutron polarization can then give rise to a
left-right asymmetry in np scattering events:

Enp(0, @) = PI™A,p(0)cos(¢). @)

Measurements and phase shift solutions at intermediate ener-
gies [24] show the np scattering analyzing power, A,,, to be
a strong function of scattering angle, but with magnitude no
larger than 0.12 over the angle range of interest for the present
experiment. The cos(¢) factor reflects the fact that it is only the
component of the vertical neutron polarization perpendicular
to the scattering plane for a given np event that matters.
Because the scattering yield is simply redistributed between
scattering toward the left and the right, there would be no
effect at all on cross sections measured with a fully left-right
symmetric forward detector array. Thus, the only residual
polarization effect changes the measured yield by a fraction:

2 2
8(0) = P,fmdAnp(Q)/ a(9,¢)COS(¢)d¢// a®, ¢)dg,
0 0
(3)

where a(6, ¢) is the fractional detector acceptance (determined
from fits such as those in Fig. 11) in the specified angle bin.
The sign convention used here is that positive §(6) implies
that we observe a higher event stream 2 yield than we should
in the corresponding 6, bin, necessitating a correction factor
ci(8,) = 1.0 — 8(0).
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FIG. 19. (Color online) The estimated fractional cross section
error introduced by neutron polarization effects for the 1-punch and
2-stop event samples, plotted as a function of np scattering angle.

Figure 19 shows the §(6) distribution calculated for 1-
punch and 2-stop data samples from Eq. (3), taking A,,(0)
from Nijmegen PWA93 calculations [24]. We find § = O for
both samples at all angles 6,7 < 25°, because the detector
has full azimuthal acceptance in that region. The small
corrections have opposite sign, and hence tend to cancel, for
the two samples at larger angles because the 2-stop events
preferentially populate the left side of the secondary target,
while the 1-punch events originate mostly on the right (see
Fig. 4). The latter difference is reflected in their respective
a(8, ¢) functions (see Fig. 11) used in Eq. (3).

While the np analyzing power and the forward detector
acceptance functions are well determined in this experiment,
we assign a significant uncertainty to the average tagged
neutron polarization, Py ©d _ _0.10 £ 0.05, to account for
contributions from production mechanisms other than charge
exchange. There is correspondingly a £50% uncertainty
assigned to each value of §(¢) in Fig. 19, but these errors
are completely correlated from one angle bin to another
and are strongly correlated between 2-stop and 1-punch data
samples. The largest net uncertainty from neutron polarization
after the (separately corrected) 1-punch and 2-stop results are
combined is 0.6 x 1072, and so we conservatively assign an
angle-independent uncertainty of +0.001 to cy;.

C. Target thickness, acceptance, and efficiency errors

1. CH,; target thickness uncertainty

The overall normalization uncertainty associated with
ty in Eq. (1) was determined to be +0.4% (i.e., c;p =
1.000 £ 0.004) from careful weighing of the CH, target used.
The carbon-to-hydrogen ratio in the target was precisely
constrained by the target material. The target consisted of
Tivar 1000, an ultra-high-molecular-weight (6.2 x 10° u)
polyethylene. Two extra hydrogen atoms per molecular chain
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(one on each end) cause a negligible (2 x 10~°) deviation from
the nominal 2.000 hydrogen/carbon atom ratio. Because the
target only sat in a secondary neutron beam of low flux, there
should not have been any appreciable deterioration in the target
during the length of the run, nor was any visually evident.

2. Acceptance uncertainty

The acceptance uncertainty was determined independently
for each angle bin by varying the most critical one or two
detector geometry parameters used in the simulations (see
Fig. 11) from their best-fit values until the overall x> value
for the simulated vs measured ¢ distribution in that angle

bin increased by unity. Because the optimized values of x?
per degree of freedom for the different angle bins and event
samples were statistically distributed about 1.14, rather than
1.00, we multiplied these acceptance changes by a uniform
factor of 1.07 to arrive at final systematic uncertainties. The
acceptance uncertainty is strongly angle dependent, varying
from £0.001 at 6. ,,, > 120°, where a4 > 95%, to £0.017 at
Oc.m. = 90°, where ay ~ 50%. With this evaluation method, we
consider the estimated uncertainties to be largely uncorrelated
from angle bin to bin.

3. Wire chamber efficiencies

The MWPCs were not used at all in forming a hardware
trigger, but in software event reconstruction we required at least
one hit registered in each of the x and y planes, for chambers
1,2, and 3, plus a x? value below an upper threshold for fitting
these hits to a straight line track. Thus, the overall MWPC
efficiency to use in extracting absolute cross sections is

mwec = 1x (D1, (D1 (2)ny )0 Gy BInfie quality: )

The efficiency of each MWPC plane was determined from
tracks reconstructed without the benefit of the plane in
question, based on the fraction of such tracks that produced a
hit on this plane in the immediate vicinity of the reconstructed
crossing point. Each of the first six factors in Eq. (4) was
found to exceed 0.99 and was determined with an uncertainty
~45 x 107*. Their product is 0.985 & 0.0013.

The factor g qualiy = 0.998 & 0.0011 was determined by
estimating the number of free scattering events removed from
the analysis by the x? cut. This was done by examining AE
spectra for individual angle bins, following carbon subtraction,
for events that failed the fit quality test. The number of free
scattering events (and its uncertainty) in each such spectrum
was extracted by fitting Gaussian peaks of the same position
and width as those used for the normal AE spectra, such as
Fig. 17(b). There was no indication in these analyses that
any of the factors in Eq. (4) varied with position on the
MWPCs, or therefore with scattering angle. The overall wire
chamber efficiency correction is thus an angle-independent
c1a = 1.0017 £ 0.002.
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4. Trigger inefficiencies

Inefficiencies in detectors used to form the hardware trigger
lead to loss of events in an unrecoverable way. Possible tagger
inefficiencies do not matter here, because they lead to loss
of the same fraction of events from streams 1, 2 and 3 and,
hence, do not affect the cross sections determined from ratios
of event yields in these streams. The two detectors used to form
the hardware trigger for event stream 2, but not for stream 1,
are the AFE scintillator and the rear hodoscope. The former
was viewed by four phototubes, at least three of which were
required to give signals surpassing threshold in the trigger
logic. In the data analysis, we were able to determine for each
scattering angle bin the ratio of reconstructed free scattering
events that had only three vs all four AE phototubes above
threshold. We then estimated the A E trigger inefficiency under
the conservative assumption that the ratio of free scattering
events with two or fewer phototubes firing to those with three
firing would be the same as the determined ratio of events
with three to four firing. (Some illuminated locations on the
scintillator lacked a direct line of sight to one or another,
but never simultaneously to two, of the four phototubes.)
The resulting inefficiency appears to show a systematic angle
dependence, roughly represented by 0.008 cosz(fo); i.e., the
inefficiency grows as the AE pulse height shrinks.

We have considered two different types of potential
hodoscope trigger inefficiencies. Problems in an individual
hodoscope element or phototube would show up as an
inefficiency localized in € and ¢ and, therefore, as a deviation
of the measured ¢ distribution for some angle bins from the
simulated acceptance function. Any such localized trigger-
level inefficiencies should thus be subsumed in the acceptance
uncertainty calculation mentioned above.

However, an electronic inefficiency in the modules forming
the hodoscope trigger logic could have caused equal fractional
losses in all angle bins. A limit on this inefficiency was
estimated from event stream 4 (observing tagged protons from
the GJT), which included the Veto2 scintillator directly in front
of the hodoscope, but not the hodoscope itself, in the trigger
logic. We found that (0.6 £ 0.1)% of these triggered events
were not accompanied by hodoscope signals above threshold
in both relevant phototubes, of which 0.4% have already been
accounted for as reaction tail losses below threshold (see
Sec. VB4).

Combining the above effects, the overall correction factor
for trigger inefficiencies has been taken as c;5 = [1.002 +
0.008 x cos*(03)] = [0.001 + 0.004 x cos*(65)]. The angle-
dependent part of the uncertainty here is intended to accommo-
date observed fluctuations in the inferred A E trigger efficiency
and is viewed as largely uncorrelated among different angle
bins.

5. Dead time differences among event streams

Triggers in all event streams were blocked electronically
at an early stage in the event trigger logic by a common busy
signal reflecting electronic readout or computer processing
activity in any of the event streams. To first order, then, the
different streams should have a common dead time (*10%
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for typical running conditions), and the dead time should
cancel in the event stream ratios from which cross sections are
deduced [see Eq. (1)]. However, this cancellation is imperfect,
as revealed by ratios of scaler values recording the number of
tagged neutron vs tagged proton candidates before and after
busy-vetoing. Typically, 1% fewer neutron tags survived
the veto, and this was traced to the occurrence of bursts of
electronic noise triggers from the tagger. While the loss of
these noise triggers should not have directly depleted the valid
sample of any event streams (i.e., (2)—(4)) that required other
detectors in coincidence with the tagger, it did reduce the
number of valid events recorded in the neutron flux stream (1),
because all raw neutron tags, whether valid or not, contributed
equally to the countdown of a (divide by 20) prescaler used for
this stream. To compensate for this loss of neutron flux events,
we must reduce the extracted cross sections at all angles by a
factor cj¢ = 0.991 &£ 0.005. The uncertainty in this correction
allows for possible model dependence in our interpretation of
the live-time difference inferred from the scaler ratios.

D. Errors in determination of kinematic variables for
np scattering

1. Neutron energy errors

As explained in Sec. IV, the data were analyzed in narrow
neutron energy slices, with each result then being corrected
slightly to extract a final overall cross section at the single
mean energy of 194.0 MeV. There is an overall scale uncer-
tainty in the tagged neutron energies that we estimate to be
4150 keV, with roughly equal contributions from the energy
of the stored primary proton beam in the Cooler and the
energies extracted from the tagger for the low-energy recoil
protons. The stored beam energy (202.46 MeV) is based on
the precisely measured rf frequency (1.96502 MHz) and the
Cooler circumference, which has been previously calibrated
[26] to better than 1 cm out of 87 m, translating to £70 keV.
In the “coasting” (rf off) mode used for data taking, the
beam energy is maintained by interactions with the cooling
electrons, and this may increase the beam energy uncertainty to
~100 keV. The energy scale of the recoil protons is calibrated
by analysis of 2> Th a-source spectra measured with the tagger
[17], and its £100 keV uncertainty arises predominantly from
thickness uncertainties for detector dead layers, combined with
the quite different corrections for energy loss in the dead layers
needed for protons vs the calibration « particles.

The energy scale uncertainty could be translated into a
consequent cross section uncertainty as a function of angle by
using Nijmegen PWA93 calculations to evaluate

d[do/dQ](65)

80energy (05°) = (£150keV) (5)

OE 194 MeV

Although this systematic error can be angle dependent, the
values at different angles would still be completely correlated,
since the neutron energy scale will be off in the same direction
for all angles. Hence, we prefer to not include this effect in the
cross section uncertainties, but rather to quote the measured
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cross sections as applying at a mean neutron energy of 194.0 £
0.15 MeV.

2. Scattering angle errors

SC

A systematic error 66, in determination of the centroid np
scattering angle within a given analyzed bin is equivalent to
an error 8Uangle(9;°) in the measured differential cross section:

‘ dldo/dQ] (6
80ungle (63°) = SQ;CT(”) , (6)
p 194 MeV

where the angular derivative of the cross section can be taken,
for example, from Nijmegen PWA calculations [24]. In eval-
uating 86°%°, we consider the contributions from uncertainties
86inc in the neutron incidence angle on target deduced from the
tagger and 86, in the angle of the outgoing proton through
the MWPCs:

805 = [(86ine)” + (860u)*1"/2, @)

where the averages are evaluated over the full free scattering
event sample, over the transverse coordinates (Xiag, Ytag) Of the
scattering origin on the secondary target, and over all scattering
angles. Consistent values were extracted for the 2-stop and
1-punch samples.

The angle uncertainties were estimated within 1 x 1 cm?
pixels in (Xag, Yiag) as half the mean event-by-event difference
between angles reconstructed by two different approaches. In
the case of 6;,. one method utilized tagger information only to
predict the neutron trajectory, whereas the second considered
instead the straight line from the neutron production vertex
on the GIJT, inferred from the tagger, to the intersection
(Xtrack» Yirack) Of the reconstructed forward proton track with
the secondary target. For 6,, we used proton tracks recon-
structed with MWPC geometry parameters that were either
(i) optimized to minimize the overall x? value for tracks or
(ii) adjusted to increase overall x2 by unity. A yield-weighted
average of the results over all target pixels gives (66in) =
1.3 mrad and (§6,y) = 0.04 mrad.

The cross sections were not corrected for potential system-
atic angle errors, but we extract from Eq. (6) net systematic
uncertainties of +0.4% for 120 < 6., < 180°, £0.3% for
100 < 6. < 120°, and £0.1% for 90 < 6. 1,. < 100°. Because
the extracted incidence angle differences (between the two
methods described above) exhibit sizable fluctuations from
one target pixel to another, or from one angle bin to another,
we view these estimated uncertainties as uncorrelated from
angle bin to angle bin.

3. Angle resolution smearing

Even if the centroid angle of each analyzed bin is de-
termined accurately in the experiment, the angle resolution
can lead to migration of events among bins and, hence,
to a modification of the underlying angular distribution.
For comparison with theoretical angular distributions, it is
desirable to correct the experimental results for this smearing
effect. The correction depends on the shape of the underlying
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angular distribution, the angle bin sizes, and the shape of the
resolution profile associated with each bin. In the present
case, we have excellent models for the shapes of both
the underlying distribution (Nijmegen PWAO93 [5,24]) and
the resolution profile (a proton multiple Coulomb scattering
Gaussian, neglecting single Coulomb scattering tails as these
contribute to the sequential reaction tails already corrected in
Sec. V AS). Furthermore, the angle bin sizes were chosen to be
larger than the angle resolution width, keeping the smearing
corrections small. We are thus able to make the corrections
without relying on Monte Carlo simulations and their statistical
limitations.

We consider protons redirected from their initial solid angle
dS2 at angles (6', ¢’) into the observed solid angle d Qa5 at
(Bmeas> Pmeas) by multiple scattering through angle

A = cos ' [c0S 0 COS Oeas + SN O’ $iN Opeas cOs P, (8)

The redirection contributes to the measured yield whether
or not the initial direction (6’, ¢") falls within the detector
acceptance. For given 6’ and Opess, as @' — Preas Vvaries
from O to 7, Ay varies from 0" — Opeas| t0 0" + Omeas. The
probability for multiple scattering into d 2y, 1S taken to be
a Gaussian, normalized to unit integral, of width dependent
on 8’ [27]:

exp [ — A@%S/Z(Sefns(@’)]

P Aems deeas - deeam 9
( ) 27862 (6" ©)
with rms angle [28]
, 13.6 MeV 0.233
80ms(07) = lab lab 11V cos @’
Tpe[l+ (14 T30 /M) ]
0.233
-1 +0.0381n , (10)
cos 6’

where T;,ab is the lab energy in MeV of the outgoing proton,
M, is the proton mass, and 0.233 is the number of radiation
lengths corresponding to half the target thickness at normal
incidence. The rms angles vary from 1.0° to 2.3° over the
scattering angle range covered in the experiment.

The smeared (observed) differential cross section is then
given by

do \ ™ 1 ("% sin@'do’ [ do \""?
o~ (emeas):_/ <02 on \ T (9/)
dQ ) . T Jo  862.00) \d /),
: / de'exp[ — A0 /2807,.(0)].
0

an

In writing Eq. (11), we have made the implicit as-
sumption that the first and subsequent scatterings occur
at spatial separations that can be neglected in compari-
son with the distance to the solid-angle-defining detectors.
This is a good approximation for the present experiment,
where the target is the dominant source of the multi-
ple scattering. The resulting correction factors, by which
the observed differential cross section must be multiplied
to revert to the underlying distribution, are tabulated in
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TABLEII. Final differential cross section results for np scattering
at E, = 194.0 £ 0.15 MeV, averaged over data samples.

c.m. angle Mult. scat. (do/d2).... Stat.unc. Syst. unc.*
(deg.) corr’n (mb/sr) (mb/sr) (mb/sr)
92.7 0.94640.005 1.87 0.06 0.03
98.8 0.97540.003 1.95 0.05 0.02
104.8 0.98940.001 2.28 0.05 0.02
110.8 0.995+0.001 2.56 0.05 0.02
116.8 0.99840.001 3.00 0.05 0.02
122.8 0.99940.001 347 0.06 0.02
128.8 1.0004:0.001 4.01 0.06 0.02
134.9 1.001£0.001 4.75 0.07 0.03
140.9 1.00140.001 5.35 0.08 0.03
146.9 1.000£0.001 5.98 0.08 0.04
152.9 0.99940.001 6.63 0.10 0.04
159.0 0.99840.001 7.59 0.11 0.05
165.0 1.000£0.001 8.89 0.14 0.06
171.0 1.007+£0.001  10.69 0.19 0.07
177.0 1.0144+0.001  12.03 0.34 0.08

#This column lists point-to-point systematic uncertainties. In addition,
there is an overall cross section scale uncertainty of £1.5%.

Table II. We assign a systematic uncertainty to the correction
factor for each angle bin, ranging from +0.001 to =10% of
the correction itself, to allow for shortcomings in our approx-
imation that the angle resolution profile can be adequately
described by multiple Coulomb scattering through half the
target thickness. Different recipes for numerical evaluation of
the integrals in Eq. (11) provide answers consistent to better
than this estimated uncertainty. We consider these smearing
correction uncertainties to be uncorrelated from point to point.
The correction factor is appreciably smaller than unity for the
largest outgoing proton lab angle bins, because in these cases
near the differential cross section minimum more events are
multiply scattered into than out of the bin.

E. Summary of angle dependence

The effect of the correction factors ¢; associated with the
various sources of systematic error considered in this section
is cumulative, and averages 1.10, with small variations with
angle and data sample, as summarized in Table I. We assume,
however, that the various uncertainties are uncorrelated with
one another, and we add them in quadrature to obtain final
systematic error estimates. The majority of error sources we
have considered are explicitly or effectively angle independent;
when combined, these yield an overall absolute normalization
uncertainty of +1.5%. The uncertainties associated with
our measurements of acceptance and scattering angle (both
systematic angle errors and angle resolution), and with
trigger inefficiencies, are considered angle dependent and
uncorrelated from point to point. These sources are combined
to give the net point-to-point systematic uncertainties in
Table II, where we also collect our final absolute cross section
measurements obtained from a weighted average over the three
independently analyzed and corrected data samples (1-punch,
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2-stop with E,; < 5.0 MeV, and 2-stop with E,; > 5.0 MeV).
The final cross sections differ very slightly from those reported
in Ref. [21] because of the inclusion here of the multiple
scattering correction indicated in Table II. The point-to-point
and normalization uncertainties combine to give an overall
systematic error of +1.6% in most angle bins.

VI. DISCUSSION

The preceding section provided a detailed catalog of the
issues that must be carefully controlled to measure precise
absolute cross sections with medium-energy neutron beams.
To our knowledge, no previous experiments have attempted
a comparable degree of control. The best existing abso-
lute neutron-induced cross section standards at intermediate
energies are from attenuation measurements of total cross
sections [29], which are not suitable for calibrating neutron
fluxes. It is hoped that the present results will provide a
new calibration standard. The excellent agreement of our
experimentally determined absolute cross section scale with
that given by the Nijmegen PWA93 solution (see Fig. 14)
confirms the consistency of our results with the total cross
section measurements.

The level of agreement of our measurements with PWAs
at E, =194 MeV is presented in more detail in Fig. 20.
Here it is seen that, while the absolute cross section scale
of the experimental results is in very good agreement with
the Nijmegen PWAO93 solution, there is a small systematic
deviation in angular shape between the two: our results
are higher than those of PWA93 by 2%-3% for 135 <
Oc.m. < 165° and lower by a similar amount for 100 < 6., <
130°. These deviations considerably exceed our estimated
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FIG. 20. (Color online) The relative differences of the present
absolute np scattering differential cross sections and of two SAID
PWA solutions [4,30] from the Nijmegen PWA93 solution [5,24], all
at £, = 194 MeV. The SP40 solution is from a 2003 analysis of the
database from 0 — 400 MeV, while SPO5 is the current SAID solution,
fitted over the range 0-3.0 GeV, including the present data in the fit.
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systematic uncertainty in the angle dependence. In particular,
we note that the forward detector acceptance used in the former
angle range is already essentially 100% (see Fig. 12), so that
the extracted cross section cannot be overestimated by virtue of
underestimating acceptance. Furthermore, the results for the
three independently analyzed data samples agree extremely
well in this angle region (see Fig. 13). We do see a possible
small, statistically marginal, systematic deviation among our
three data samples in Fig. 13 over the angle region from 100
to 130°, with the 1-punch cross sections falling on average a
few percent below those for the two 2-stop event samples.
However, even if this difference reflects a real systematic
problem, it could only pull the averaged cross section down
by less than 0.5% in this region, too small to account for the
deviation from PWAO93 in Fig. 20.

We also show in Fig. 20 the relative differential cross section
differences between two recent SAID PWA solutions [4,30]
and the Nijmegen PWA93. The various PWA solutions differ
from one another by as much as 2%-3% also in the angle
region displayed. Furthermore, we note that the SAID solution
has shifted by ~2% after inclusion of the present results
in the fitted np database (even though that inclusion was
carried out by adding our full, mostly angle-independent,
systematic uncertainties in quadrature with our statistical
uncertainties, thereby underweighting the present data in the
fit). We conclude that the deviations between the present results
and PWAO93 are of the same order as the present uncertainties
in the PWA solutions and most likely point to the need to
refit phase shifts. We note, however, that there is a conceptual
flaw in the procedures for such refitting to a database where
all experiments have systematic uncertainties, but there is
considerable variability in the level at which those systematic
uncertainties are reported in the literature.

Finally, we address the comparison of the present results
with those from the recent experiments by the Uppsala [7] and
Freiburg [9] groups, both of which have been rejected from
the np database used in the Nijmegen and SAID PWAs. As
illustrated in Fig. 14 by the comparison of the two experimental
results with PWA curves at the respective energies of the
experiments, the present results deviate systematically from
those of [7] in the steepness of the back-angle rise in cross
section. These deviations are larger than the differences
anticipated from the difference in neutron energy between
the two experiments. There is a similar, though not quite as
pronounced, systematic deviation of the present results from
those of Franz et al. [9] shown in Fig. 1.

It is difficult to say definitively whether there might be a
common problem that caused excessive cross sections near
0..m. = 180° in both of these earlier, completely independent
and quite different, experiments [7,9]. We note only that mea-
surements near 0;“ = 0°, where the solid angle is vanishing,
can be tricky with a secondary neutron beam of sizable angular
divergence. One of the great advantages of the use of a tagged
beam is that we are able in the present experiment to determine
the neutron incidence angle event by event. Without such
tagging information, the beam angular spread would contribute
to the experimental angle resolution and thereby to migration
of analyzed scattering events among proton lab angle bins.
The bin migration effects in this case are more complicated
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FIG. 21. (Color online) The effect on the present analysis of
neglecting tagger information about the neutron incidence angle in
the reconstruction of the nmp scattering angle for each event. The
solid circles represent the final results (before multiple scattering
corrections), while the open squares result when the scattering angle
is estimated only with respect to the central neutron beam direction.
Note the suppressed zero on the cross section scale.

than those treated in Sec. V D3, because only events that begin
and end within the detector acceptance can now migrate. The
acceptance for a spatially extended secondary beam depends
on both incident and outgoing nucleon directions and on
position of impact on the secondary target as well. In particular,
the acceptance can be systematically different for the events
most likely to migrate, because they preferentially populate
outer regions in impact position on target, than for the events
most likely to be retained within the same angle bin. Thus, the
extracted cross section can suffer not only from averaging over
aresolution function but also from acceptance evaluations that
do not take proper account of the resolution smearing.

We demonstrate these effects in Fig. 21 by comparing the
present results with those we would have extracted had we
chosen to ignore the neutron incidence angle information from
the tagger in reconstructing the np scattering angle event by
event. We thus bin the events in O;ab (measured with respect
to the central neutron beam direction) rather than in 63°.
In this alternative analysis, the yield per angle bin in the
numerator of Eq. (1) is altered, whereas the solid angle and
acceptance functions in the denominator are not. Such neglect
is seen to give rise to a systematic overestimate of the cross
section at the largest angles by ~5% and to a substantial
underestimate near 6., = 90°. The latter effect (opposite in
sign and much larger than the effect of multiple scattering
smearing summarized in Table II) can be easily understood,
because the acceptance of our detector array is plunging to zero
forward of 6. ,,, = 90°. Here, then, events can migrate out of an
analyzed bin in either direction, but can effectively migrate into
the bin only from 65° < 6)%°, strongly reducing the apparent
yield without an appropriate compensation in the calculated
acceptance.
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Similarly, near 6., = 180° the vanishing solid angle
implies that there are many more events that can migrate into a
given 6} bin from 65 > 6*" (induced by neutrons deviating
from the central beam direction) than can migrate out of the
bin. When the acceptance calculation does not account for
these skewed origins, the result is an overestimated cross
section. The effect would differ for different experiments,
depending on the angular profile of the neutron beam,
including any effects from scattering off collimator edges (the
present experiment used no collimators), other contributions
to the angle resolution, the angle bin size used in the anal-
ysis, and the detector acceptances and acceptance evaluation
procedures. The experiments in Refs. [7,9] presumably had
neutron incidence angle spreads that were substantially smaller
(though not as well measured) than those of the present
experiment, but they also utilized considerably finer angle
binning. These two differences have competing influences
on the sensitivity to the beam divergence, leaving the net
effect in the earlier experiments unclear without more detailed
information.

VII. CONCLUSIONS

A tagged intermediate-energy neutron beam produced at
the IUCF Cooler Ring has facilitated a measurement of the np
scattering differential cross section at 194 MeV bombarding
energy to an absolute precision ~ =+ 1.5% over the c.m.
angular range 90°-180°. The usage of carefully matched
and frequently interchanged solid CH, and C secondary
targets permitted an accurate background subtraction, reducing
reliance on kinematic cuts that might have introduced larger
systematic uncertainties. The internal consistency in both
magnitude and angular shape of the cross sections extracted
from independent data samples characterized by substantially
different neutron beam spatial and energy profiles supports the
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accuracy of the tagging technique. Systematic uncertainties
in the measurement, affecting both the overall absolute scale
of the cross sections and the angular dependence, have been
carefully delineated, often via auxiliary measurements and
analyses.

The present results are in reasonable agreement with the
Nijmegen PWAO93 calculation, over the full angular range
covered, although there are systematic deviations at the 2%—
3% level in the angular dependence that might be removed by
minor tuning of phase shifts. In contrast, the present results
deviate systematically from other recent measurements [7,9],
especially in the steepness of the back-angle cross section rise.
Our results thus appear to validate the omission of these earlier
experiments from the database used in partial wave analyses
of np elastic scattering, while also suggesting a conceivable
experimental cause of the earlier overestimates of the cross
section near 6, ;,, = 180°. As the back-angle rise is particularly
influential in pole extrapolations that have occasionally been
used [12,13] to extract the charged pion-nucleon-nucleon
coupling constant f?2, the present data also bear on that
coupling strength. Since our measurements at the largest angles
are consistent with, or even slightly less steep than, those of
the PWAO93 solution, a valid pole extrapolation analysis of
the present results should yield a coupling constant value no
larger than that (f2 = 0.0748 & 0.0003) extracted from the
Nijmegen PWA [6].
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Abstract. Three neutron-deuteron scattering experiments at 95 MeV have been performed recently at The Svedberg
Laboratory in Uppsala. Subsets of the results of these experiments have been reported in two short articles, showing

clear evidence for three-nucleon force effects. In this paper,

we present further discussion of the results. We obtained

excellent precision in the angular range of the nd cross-section minimum. The data are in good agreement with
Faddeev calculations using modern NN potentials and including 3N forces from a 2m-exchange model, while the
calculations without 3N forces fail to describe the data. CHPT calculations at next-to-next-to-leading order represent
an improvement compared to calculations with NN forces only, but still underestimate the data in the minimum region.
In addition to neutron-deuteron scattering data, neutron-proton and '>C(n,n) elastic scattering data have been measured
for normalization purposes, and '®O(n,n) data have been obtained for the first time at this energy. It was possible to
extract '2C(n,n’) and '°O(n,n’) inelastic scattering cross sections to excited states below 12 MeV excitation energy.
These data are shown to have a significant impact on the determination of nuclear recoil kerma coefficients.

1 Introduction

Nuclear properties and interactions can be understood ab
initio from the basic knowledge of the nucleon-nucleon (NN)
interaction. For this purpose, NN potentials, which are based
on meson-exchange theories, have been developed: the most
widely used ones are the Argonne AV 18 potential [1], the CD-
Bonn potential [2,3] and the Nijmegen potentials [4]. After
proper adjustment of the free parameters, these models are
able to describe very well a restricted pp and np data base
below 350 MeV [5].

In three-nucleon (3N) systems, quantitative descriptions

can be provided rigorously by using NN potentials in the
Faddeev equations [6]. However, theoretical considerations
indicate that the description of systems made of more than
two nucleons is not complete if three-body forces are not taken
into account : 3N forces can be represented by introducing a
3N potential in the Faddeev equations. As a first experimental
evidence, the *H and *He binding energies can be reproduced
model-independently taking 3N forces into account [7], while
calculations using only NN interactions underestimate them
by typically half an MeV [2]. The *He binding energy can
also be described correctly with combined NN and 3N forces
[8], indicating that the role of four-nucleon forces is not
significant.

The ultimate goal of nuclear physics would be to have a

single consistent theory that could describe both nucleon and

¢ Corresponding author, e-mail: jan.blomgren@tsl.uu.se

nuclear properties and dynamics. Chiral symmetry breaking
can be analyzed in terms of an effective field theory, chiral
perturbation theory (CHPT). This model can be applied to
describe consistently the interaction between pions and nucle-
ons, as well as the pion-pion interaction. Calculations made
within the CHPT framework at next-to-next-to-leading order
implicitly include 3N forces [9,10]. Calculations at the next
higher order were made recently [11,12], allowing for instance
an excellent description of NN phase shifts.

Besides the *H and 3He binding energies, a number of
observables that may reveal the effects of 3N forces have
been identified. We will concentrate our discussion to nucleon-
deuteron scattering in the energy range 65-250 MeV. At these
energies, significant 3N-force contributions are expected in
the elastic scattering angular distribution [13,14] as well as
for various spin-transfer observables in elastic scattering [6]
and observables in the break-up process in various kinematical
configurations [15,16]. In particular, for elastic nucleon-
deuteron scattering, Faddeev calculations including a 3N po-
tential with parameters adjusted to the triton binding energy
predict that 3N forces affect substancially the differential cross
section in the minimum region of the angular distribution [13].
Around 100 MeV, this effect is of the order of 30% in the
minimum region.

Thus, a robust way to investigate 3N forces is to mea-
sure the proton-deuteron (pd) and neutron-deuteron (nd)
elastic scattering differential cross sections. Numerous pd
elastic scattering experiments have been performed [18-26].
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A coulomb-free signal can be obtained by performing nd
scattering experiments [27-31]. In general, for both pd and nd
scattering, in the energy range 65-150 MeV the data show the
expected effects of 3N forces in the cross-section minimum,
while at higher energies, the effects tend to be too large to be
accounted for by present theories. This might be due to the
lack of a full relativistic treatment in the calculations [32,33].
At 95 MeV, the energy of the present work, relativistic effects
are not expected to contribute significantly.

In the context of the nd scattering experiments, we ob-
tained elastic scattering angular distributions for carbon and
oxygen at 95 MeV. Differential cross sections for neutron
inelastic scattering on carbon and oxygen to excited states
below 12 MeV excitation energy could also be extracted [34].
These data are relevant for medical treatment of tumors with
fast neutrons as well as in dosimetry, since the human body
contains significant amounts of carbon and oxygen. Recoil
nuclei from elastic and inelastic scattering are expected to
account for more than 10% of the cell damage, the rest being
mainly due to neutron-proton (np) scattering and neutron-
induced emission of light ions [35,36]. The oxygen data may
also be relevant for future incineration of nuclear waste in
subcritical reactors fed by a proton accelerator, where the
nuclear fuel might be in oxide form.

2 Results for np and nd scattering

By detecting either the scattered neutron or the recoil pro-
ton/deuteron, we were able to cover the angular range from
15 to 160 degrees in the c.m. system. By using two different
detector setups, MEDLEY [37] and SCANDAL [38] in vari-
ous configurations, we could keep the systematic uncertainties
under control. Additionally, by measuring the np scattering
differential cross section and, in the case where scattered
neutrons were detected, also elastic scattering in carbon (i.e.,
the '2C(n,n) reaction), the systematic error due to uncertainties
in the normalization factors was minimized.

The np data are shown in Fig. 1. The absolute scale was
adjusted to the Rahm et al. data [39] (filled triangles) which
were in turn normalized to the well-known total np cross
section [40]. The excellent agreement with both previous data
and calculations based on NN potentials allows us to validate
the quality of the nd data since the np and nd differential cross
sections were measured under essentially the same conditions.
Besides, the np data give supplementary information about the
np angular distribution at 95 MeV (for previous data, see, e.g.,
Refs. [39,40]). In many experiments, neutron cross sections
are measured relative to the np cross section [40], i.e., itis used
as a cross-section standard. Neutron-proton scattering plays
an important role in nuclear physics, since it can be used to
validate NN potentials and to derive a value of the absolute
strength of the strong interaction. The extensive database of
np differential cross sections is not always consistent and, not
unrelated, there are still problems with the determination of a
precise value of the 7NN coupling constant [5,41,42].

The nd results at 95 MeV in the minimum region (80°<
Ocm. <160°) are shown in Fig. 2, and are compared with
theoretical predictions based on Faddeev calculations [13]
using the AV18 NN potential [1] combined with two different
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Fig. 1. The present and previous Uppsala data for np elastic scattering
at 95 MeV. The dots and squares are the results of our nd experiments
[28,29], and the triangles were obtained from previous np experi-
ments by Rahm ez al. [39] and Johansson et al. [40]. The data are
compared with a calculation using the CD-Bonn NN potential [2].
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Fig. 2. The present nd data (filled dots) in the angular range 80°<
6,... <160°. The solid, dashed, and dotted curves were obtained from
Faddeev calculations with the Argonne AV18 potential [1] without
3N forces, with the Tucson-Melbourne (TM99) 3N potential [43],
and with the Urbana IX 3N potential [44], respectively. The gray
band was obtained from chiral perturbation theory at next-to-next-
to-leading order [9].

3N potentials (Tucson-Melbourne [43] and Urbana IX [44]),
as well as predictions from CHPT [9]. It is quantitatively
illustrative to compute the reduced y? between our data and
the calculations for the nd differential cross section in the
minimum, i.e., all data points shown in the figure. When no
3N forces are included, the y? is larger than 18. The best
description is given by the CD-Bonn potential (version 1996)
with the TM99 3N force, with a y? of 2.1. With the AV18
potential (shown in the figure), the nd differential cross section
is slightly better described with the TM99 3N potential (y*> =
2.3) than with the Urbana IX potential (x> = 3.5). The CHPT
prediction gives a y? of 6.5. Note that the deviations from one
may be partly due to the normalization uncertainties in the data
[29,34].
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3 Results for 12C(n,n) and '°O(n,n) scattering

Differential cross sections for elastic and inelastic neutron
scattering on carbon and oxygen must be well known for a
precise evaluation of the damage caused by fast neutrons in
human tissue. Figs. 3 (carbon) and 4 (oxygen) illustrate how
recoil kerma coefficients are obtained from the differential
cross sections. The elastic neutron scattering data at 96 MeV
are from Mermod et al. [34], Klug et al. [45], Salmon [46]
and Osborne et al. [47]. The theoretical curves are predictions
from the Koning and Delaroche global potential [48], the
Watson global potential [49], Amos et al. [50], and Crespo
et al. [51] (see Refs. [34,45] for details). In the top panels of
the figures, the differential cross sections (in logarithmic scale)
are plotted as functions of the neutron scattering angle in the
laboratory. In the bottom panels, the distributions have been
multiplied with the solid angle element 27 sin 8 and weighed
with the energy of the recoil nuclei Eg, thus illustrating the
angular probability distributions for the neutrons to cause cell
damage. As the solid angle vanishes at zero degrees, these
distributions are no longer forward-peaked. Back-scattered
neutrons transfer more energy to the nuclei than forward-
scattered neutrons, and therefore the energy of the recoil
nuclei increases with the neutron scattering angle. From these
distributions, which peak at about 16°, we can deduce that, for
elastic scattering, most of the damage is caused by neutrons
scattered between 10 and 30°, but there is still a significant
contribution up to 60°. With this way of plotting, the recoil
kerma coefficient (and the cell damage due to elastic scat-
tering) is proportional to the area under the distribution [34].
There are large variations among the different models, it leads
to an uncertainty in the the recoil kerma coefficients of at least
10% for the theoretical calculations, while the experimental
uncertainty reached with the present data is about 5%. For
elastic scattering on carbon, most models are inaccurate in the
region 25—-35°. For oxygen, the prediction closest to the data
is provided by the Koning and Delaroche potential.

For inelastic scattering on carbon and oxygen at 96 MeV
to collective states up to 12 MeV excitation energy, the main
contribution to the kerma from inelastic scattering is between
30 and 60°. The data obtained in this angular range (not shown
in the figures) tend to be significantly underestimated (by
about 50%) by the calculations [34]. Although the contribution
from inelastic scattering is small compared to other processes,
the disagreement between calculations and data for inelastic
scattering is still responsible for a significant (about 8%) dis-
crepancy in the recoil kerma coeflicient for the sum of elastic
and inelastic reactions below 12 MeV excitation energy.

4 Conclusions

The np and nd elastic scattering differential cross sections
at 95 MeV have been extensively and accurately measured.
The data agree well with predictions based on NN and 3N
potentials, provided that 3N forces are taken into account for
nd scattering. This represents an important step to validate
the approach in which NN and 3N potentials or effective field
theories are used in ab initio models, which can be applied in
systems of more than three nucleons.
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Fig. 3. Elastic neutron scattering on carbon at 96 MeV. The angle 6
is the neutron scattering angle in the laboratory. The experimental
data are from Refs. [34,45-47]. The elastic scattering differential
cross section is shown in the top panel, and in the bottom panel,
the differential cross section was multiplied with the solid angle
element and with the energy of the recoil nucleus. The area under
this plot is proportional to the nuclear recoil kerma coefficient for
elastic scattering.

As by-products of the nd experiments, elastic and inelastic
neutron scattering differential cross sections on carbon and
oxygen have been measured at 95 MeV. Experimental recoil
kerma coefficients were obtained and shown to be quite
sensitive to the differential cross sections in the angular range
25 —70°. This is relevant for the evaluation of deposited doses
for applications such as dosimetry and fast neutron cancer
therapy.
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BONPEKW BNacTH

ATom pa3pgopa

[ong «atomHoii» anekTposHeprum B LLiBeuun co-
crasnsieT nopsaka 50%, a no ee BbIPaboTKe Ha ayly
HaceneHus ara cTpaHa — nepeas B Mupe. Ceitvyac B
LLIBeuwn akcnnyatupyetcs 12 peakTopoB, 3amyLeHHbIX
B 1972—1985 rr. U3 Hux 9 peakTOpoB KMMSLLEro TMna
(BWR) 6binu cnipoekTupoBaHsl B LLBeuuu, 3 apyrux
peaktopa — C Bogfoi nog nasneHvem (PWR) — ame-
pUKaHCKKe.

Mcnonb3oBaHme SAEPHON SHEPrM UMEET NOUTU-
YecKylo MOJOMNNIeKy BO MHOTMX CTpaHax, Ho Llieeuus,
Mo MOMM [@HHbIM, — €[WHCTBEHHOE rOCYAApCTBO, B
KOTOPOM NPaBUTENLCTBO MOJANO B OTCTABKY U3-32 pas-
HOrNacuin B OTHOLIEHUN saepHoi oTpacam (B 1978 r.)

B 1980 romy 6bin npoBeaeH pedepeHaym, npeame-
TOM KOTOPOro SIBNSNOCh Oymyllee LIBEACKON siAepHOI
3HEPreTukK; 310 COObITUE MOXHO Ha3BaTb 9XOM aBa-
pun Ha Tpu-Main-Ainenge. Mo utoram ronocoBaHus
npeanoyTeHue ObINO OTAAHO CXEME «3KCTJyaTMpoBaTh
MMEIOLLMECS U He CTPOWUTb HOBbIE PeakTopbl». [lap-
NAMEHT YCTAHOBMA CPOK 3KCrlyatauun PeakTopHbIX
YCTaHOBOK 25 neT, u 310 o3Hayano: 2010 rog ctaHeT
nocnefHUM  rofoM  GYHKUMOHUPOBAHWUS  LLIBEACKON
SLEPHON SHEPreTUKN.

OmHako C TeYeHWem BpEMeHU BOCTpUSTUE aep-
HOWl  3HEpreTUkM OOLLECTBEHHOCTBIO  CYLLECTBEHHO
yNy4Wwnnoc. HeaasHO NpOBEAEHHbIE MCCNen0BaHMS
MO3BOMUAN YCTAHOBUTb, YTO MOABASIOLIEE GOMbLINH-
¢TB0 HaceneHus (60—80%) cornacHbl ¢ akcniyaTaumeit
CYLLECTBYIOLMX PEAKTOPOB, MOKA OHWU COOTBETCTBYIOT
TpeboBaHUsAM 6E30MacHOCTMH.

B HacToslLee BpEMS CYMTAETCS, YTO TEXHUYECKU
JOMYCTUMBIA CPOK 3KCryaTaumMn LIBEACKUX SAEPHBIX
3HeprobiokoB coctaBngeT He MeHee 40 neT, cepb-
€3HO paccMmaTpuBaeTcs ero npomneHue go 60 ner.
YyeT aT0ro aktopa M 0CO3HaHME TOr0, YTO BbIBOL
3 akcnyataummn cpasy 12 aHeprobnokos oboiaeTcs
J0poro 1 HeceT B cebe 0nacHOCTb AJisi OKPYXatoLLei
Cpefibl, MPUBENN K HOBOMY MapfaMEHTCKOMY PeLLEHIO
1997 r. 06 OTMEHe OCTaHOBKM BCEX 3HEProbyoKOB K
2010 ropy. BmecTo 3T10ro 6bIN0 PELIEHO 3aBEPLUMTL
3KCMyaTaumio BYX PEAKTOPOB B TEYEHME [ABYX JET
(B Ka4yecTBe [0KA3aTENbCTBA «CEPbE3HOCTM» MO3ULMU
napnameHTa). OcTaslumecs xe 10 peakTopoB LOMKHbI

—

«AC» Ne 28. www.proatom.ru

Mpodeccop A1 BnomrpeH paboTaeT Ha ka-
denpe HENTPOHHBIX NCCNeN0BAHUIA YHUBEPCH-
Teta B Yncane. O6nactb Hay4yHbIX MHTEPECOB
— HENTPOHHO-NHAYLMPOBAHHbIE SAEPHbIE Peak-
UMM N VX NPUMEHEHNE B QHEPreTUYECKUX TeX-
HONOIMAX, BNEKTPOHMKE, NPOLLECCax TPaHCMY-
TauMn PaamoakTUBHbLIX OTXOAOB, HEWTPOHHOM
Tepanun. 9H BrnomrpeH vmeet nopsaka 170
nybnukaumii B MeXayHapoaHbIX nepuoamyec-
KUX U3JaHUSX U COOPHMKAX MeEXAYHAPOAHbIX
KOH(EPEHLMIA, 1 BLICTYNAET B PONN PELIEH3EH-
Ta B 5-TW MeXAyHapoaHbIX XypHanax. ABnsisicb
rMaBHbIM pykoBoAMTENemM obpa3oBaTesibHbIX
nporpamm LliBeackoro ueHTpa SAEepHbIX Tex-
HONOIM, Ha rocyaapCTBEHHOM YPOBHE OCY-
LLeCTBASIET KOOpAMHaLUMIO B chepe obpasosa-
HWS1, OTHOCSILLLErocs K aAepHON aHepreTuke.

YHuBepcuTeT Yncanbl: www.uu.se/english

ObiM ObITb OCTAHOBNEHbI YEpe3 paBHble MHTEpBabI
BPEMEHU, HO MPOAOKUTENLHOCTb 3TUX WHTEPBAsOB
Tak 1 He Bblna XECTKO ornpeaeneHa.

B cBSI3M C 0CTAHOBKOW [BYX 3HEProbokoB, pe-
W BROXuTb 1,5 MApa eBpo B MOAEPHM3ALIMIO U B
nporpammbl MO MPOMIEHMIO CPOKa 3KCMyaTauum oc-
TaBwmxcs 10-Tv peakTopoB. MopepHusaums ycTaHo-
BOK [0JXHA KOMMEHCMPOBATb MOLLHOCTb, MOTEPSHHYIO
B pesynbTare OCTAHOBKM ABYX OTHOCWTENbHO MasieHb-
KX PEaKTopoB.

Bce nonauTiyeckme MaHeBpbl NPOLLEALWINX NET Npn-
BENN K TOMY, 4TO JIONroe Bpems LUBeACKas faepHas
3HEpreTuka CcuMTanachb OTpacnbio, He UMetoLLeii Oyay-
wero. Penkuit monopoit yenosex cTasun nepen, coboii
Lenb caenatb kapbepy B SAEPHON OTPacnu; B pesysb-
TaTe NpyeM Ha SAEpHbIE NHXEHEPHbIE CELMANbHOCTY
04€eHb PE3KO ynasl, M BCEro JiNLb HECKOMBKO NET Has3ag,
LIBEMCKME TEXHMYECcKMe BbiCLMe y4ebHble 3aBefeHus
BbIMyCKANN MeHee AEeCATKA WHXEHEpPOB C SAEPHbIM
00pa3oBaHMeM. M3-3a 3TOro oTpacnib nepexusana Ts-
XENble BPEMEHA, CBS3aHHbIE GAKTUYECKM C HEBO3MOX-
HOCTbIO 00ecneynTb CBOM MOTPeOHOCTM B NepcoHane
32 CYET BbIMYCKHMKOB BY30B. YTOObI BbIiATW M3 Mono-
XEHUS, NPUXOAMNOCh NMPUHUMATL MHXEHEPOB APYruX
CMeuManbHOCTEl, 3a4acTylo — Jiofen B BO3pacTe, M
nepekBanMouLMpoBaTb X s HoBoW pabotsl. Ho B
[0CTAaTO4HO KOPOTKOE BPEMSI CUTyaumsi 3HAYUTENBHO

A bioMmrpex,

npogheccop Yncanvcrkozo yHusepcumemad
enmp A0epHblx MexHoN02UlL U Kageopa
HeLMpOHHbIX UCCe008aMHULL), [TIeelus

U3MeHWach. flaepHas sHepreTuka ceilyac He accouu-
MPYETCS B MONIOAEXHOI CPELE C YEM-TO «MONUTUYECKU
HEKOPPEKTHLIM», BoNee TOro, Ha CEerofHSLWHUA AeHb B
LLBeuun oHa BOCMPUHUMAETCS Kak Hekuid «besonac-
HbI pai», HECMOTPS HA BCE PAsroBOPLI MOJUTUKOB O
3aKpbITUM PEAKTOPOB B HEOMpeAEeNneHHoOM GymyLuem.

OnepaTop Kak BUHO.
Tpeb6yeT BblAEepXKHU

LLIBepckas sinepHas 0Tpacib eXErofHO NPUHUMAET
Ha paboty 30—50 HOBbIX COTPYAHWMKOB HAa AOMKHOC-
T, Tpebylowme 3HaHUg SAEPHOIA GU3MKN 1 SHEPHbIX
TEXHOMOTWIA.  3TUX CMELMANIMCTOB MOXHO YCIOBHO
pasfenuTb Ha Age noarpynnbl: (1) onepatopsl u (2)
npoyue creumannctsl. M3 ux yucna Nuib HEe3Hauu-
TenbHas 4actb (MeHee 10%) w3ydyaeT aTv NpeaMeThl
B yHuBepcuteTe. Mopasnsiowiee OONbLIMHCTBO MMEET
MHXEHEPHOe 06pa30BaHNe B IPYrix 00AACTSIX: ANEKTPO-
TEXHWKA, MALIMHOCTPOEHMEe, U T.N. Ha CerogHALWHMI
[eHb 0repaTopbl SAepHbIX YCTAHOBOK, Kak Mpasuno,
uMeloT Tonbko cpepHee (high school) o6pasoBaHue.
OpHako ceityac nosiBUNach TEHAEHUMS K TOMY, 4TO-
Obl BHOBb HAHMMaeMble OMepaTopbl MMENW AUMIOMb
GakanaBpoB. YT0ObI CTaTb OMNEPATOPOM COTPYAHMK
[OJDKEH MPOATU MHOMONETHUIA KapbepHbIA MyTb. 310 3
(a Ha npakTuKe, Kak npaewmno, 5) net pabotsl B chepe
TexHU4eckoro obecrneyeHns ASC n elle nopsaka 3-x
net o0yyeHus. CyllecTBYIOT [Be KaTeropuu onepa-
TOPOB: OMepaTopbl TYpOWUH W onepaTopbl COOCTBEHHO
PEaKTOpoB. OTW COTPYOHWKM BBINOJHAIOT Pa3NUYHbIe
00s13aHHOCTM B BLLYY. BHayane o6y4aeMblii COTPYAHMK
MonyyaeT AOMXHOCTL OnepaTopa TypouH 1 MOXET Npo-
JOMKNUTL 00y4eHne C LieNbIo CTaTb OMepaTopoM Saep-
HOro peakTopa. Yueba 3ak/o4aeTcs B MPOXOXAEHUM
TEOPETUYECKMX KYPCOB U paboTte Ha TpeHaxepax. Cy-
LLECTBYIOT COOTBETCTBYIOLLME TPEHAXEPbI 151 KAXA0r0
3KCMAyaTMPYeMOro peakTopa.

HakoHeL, cyLiecTByeT noyrogoeas 06pa3oBaresib-
Has nporpamMma [/l NOArOTOBKM HAYaIbHUKOB CMEHI.
9ta nporpaMMa B OCHOBHOM CKOHLIEHTPMPOBAHA Ha
BOMPOCAX OPraHW3aLum 1 YNPaBEHNs], HO TakKE BKITO-
YaeT M OMPENeNeHHOe TeXHUIECKoe 00Pa3oBaHue.

MHcnekTopar no Hag3opy 3a SAEpHOi SHepreTu-
Ko TpebyeT, 4ToDbI LTAT OMepaTopoB MPOXOANA [0-
nosiHMTENbHOE 00Y4YeHMe, No MeHbluei mepe, 10 aHei
B rofy, 43 HUX 5 AHeii ynensetcs oTpaboTke Ha Tpe-
Haxepax. BnonHe 0OblYHAs CuTyaUMs, KOTAa YenoBek
MMEET ABOIHYIO CMIeLManM3aumio, SBASSIChb, HaNpUMep,
O[IHOBPEMEHHO OMEPaTopoM SAEPHOr0 peakTopa u Typ-
OWHbI, W [IONXEH, COOTBETCTBEHHO, YAENSTb [BOMHYIO
HOPMY BPEMEHW 0TPaboTKe Ha TpeHaxepax.

BnobaBok BBemeHO 00yyeHue yHAaMEHTabHbIM
acnekTam, JiexalyM B OCHOBE (YHKLMOHMPOBAHMS
anepHoro peaktopa. OcHOBaHWeM [ 3TOrO CTa/in
pesynbTathl PacciefoBaHuin NpuyMH aBapuii Ha Tpu-
Maiin-Alinennie 1 B YepHoObine, ykasaBlume Ha Hepo-
CTaTOYHbII YPOBEHL 06PA30BAHHOCTM OMEPATOPOB.

Kpome ynpaBneHnsl siepHbIM PeakTopoM CyLLEec-
TBYET GONbLLAs KaTteropus COTPYAHWUKOB (He oneparo-
poB), paboTaiowmx Hag npobnemamu, TPedyloLMMM
yraybneHHbIX 3HaHWiA 0 paboTe peakTopa (Hanpumep,
1CCneaoBaHue NpoLECCOB B aKTUBHOM 30HE WK Mpu-
GopHoe obecneyenne). OHM He NPOXoasT 0byyeHre Ha
TpeHaxepax, HO [0MKHbI 06n1aaaTh OBLLMMI 3HAHWSMMU
no ¢bu3nke peakTopa U SAEPHONA TEXHONMOrWM, 3a4ac-
Tyi0 B 06bEME, MPEBLILLIAIOLEM 3HAHWS OMEepaTopoB.

[ina ynoBneTBopeHust noTpebHOCTM B 00pa30BaH-
HbIX CreunanucTax NpeanpusTus SAepHOA oTpacnu
COBMECTHO OCHOBaNM 06pa3oBaTesibHyl0 OpraHusa-
LMo, HasBaHHylo «LleHTp smepHoi Ge3onacHocTy u
00yyeHns nepcoHana» (KSU). [lons yyactus kaxmoro
npeanpustug B KSU npumepHo COOTBETCTBYET Aone
BbIpabaTbiBaeMOii NPennpUsTUEM SAEPHOI SHEPrUM.
KSU He npuHOCUT NpubbLA B TOM CMbLIC/IE, YTO €r0

BnajenbLbl Nnatat 3a 0byyeHre CBOEro Xe MnepcoHa-
na. Het n ybbiTkoB. B COOTBETCTBUM C OpraHu3aumeit
LieHTpa, 0bpa3oBaTenbHble nporpaMmbl KSU OTKpbITbI
W NS CTOPOHHWX OpraHv3aumii.

KSU siBnsieTcsi COOCTBEHHUKOM TPEHAXEPHBIX LIEH-
TpoB 1 0BecneymBaeT 0by4eHne NpakTUyeckom paborte.
MporpamMmbl, HaueneHHble Ha OBYYeHWEe PEeaKTOPHOIA
¢du3uke, pa3paboTaHbl GakyNbTETOM HEATPOHHBIX WC-
cneposaHuii (INF) yHusepcuteta B Yncane. OcHOBOV
3TOr0 COTPYAHWYECTBA SBNSETCS LIECTUNETHWUA KOH-
TpakT, B COOTBETCTBUM C koTOopbiM KSU okasbiBaeT
nognepxky INF, n B 0OMeH Ha 310 MOXeT TpeboBatb
npefocTaBneHns onpeneneHHoro obbema obpasoBa-
TESbHbIX YCAYT.

Mpodeccopckun nucxon

BnnoTb 40 HeAaBHEro BPEMEHM SAEPHOE UHXEHEP-
Hoe 00pa30BaHue 1 GaepHbIe UCCNE0BAHUS OCYLLECT-
BNSNICb IWLLb B JBYX BbICUMX Y4EOHLIX 3aBEAEHMSX:
Yanmepckom TEXHONOrNYeckoM MHCTUTYTE B [0TEHOYP-
re 1 KoponeBckoM TeXHONOrM4eckoM MHeTuTyTe B CTOK-
ronbMe. B Yanmepckom MHCTUTYTE €CTb ABE Kadeapbl:
PEeaKTOPHON GU3NKKU 1 PAaMOXUMIUM (NOCNEOHSS 3aHM-
MaeTcs Bonpocamu nepepabotku v pasaenenus OAT).
KoponeBckuit HCTUTYT UMEET YeTbipe Kadenpbl: peak-
TOPHON U3NKKM, PASMOXUMUN (CMELMANU3NPYIOLLEICS
Ha BOMPOCAX 3aXOPOHEHUs B reonornyeckux Gpopmaum-
X), ANEPHOIA TEXHWUKW U obecneyeHns 6e30MacHOCTH
A3C. Mpodeccypa atux kadeap B GONbLINHCTBE CBOEM
YBO/INACh HECKOMBKO JIET HA3ajl, MPUMEPHO B OfVH W
TOT X€e Nepumor, BPEMEH!, 1 MEPCNeKTUBbI 3aMELLIEHMS
npocdeccopcko-npenoaaBaTebckoro coctasa Obinu He
C/MLLKOM PafyXHbIMM.

C Uenblo [ONTOCPOYHOTO YKPEMIEHUS U Pa3BUTUS
SAEPHBIX MCCNEN0BaHMIA 1 00pa30BaHNs He TaK AaBHO
Obin 0CHOBaH LLIBEACKMIA LIEHTP SiIEpHbIX TEXHONOMMIA
(SKC). LieHTp dmHaHCMpyeTCcs aTOMHbIMK CTaHLMSAMM
NpOMNOpLMOHaNbHO [10Me BbipabaTbiBaeMoil 3Hepruu, a
TaKKEe BECTUHray3CKUM MPELNPUATUEM MO NPOM3BOA-
CTBY siiepHOro Tonnmea v LLIBenckum uHCneKTopaTom
no Haa3opy 3a saepHoii aHepreTukoi (SKI).

Tor ¢akT, 4TO MHCnekTopar, Oyayun rocymap-
CTBEHHbIM H3J30PHBIM OPraHOM, MPUHUMAET yyacTue
B GpUHAHCMPOBaHMK, BEPOSITHO, TPEOYET AOMOMHUTENb-
HbIX pa3bsiCHEHMIA. [leflo B TOM, YTO COrflacHO AaBHEM
TpamuLUMK, LWIBEACKWUIA MHCMEKTOpAT AENCTBYET AOCTa-
TOYHO aKkTMBHO. OCHOBHAst QYHKUMS MHCMEKTopata,
NpeanucaHHas emMy NpaBUTENLCTBOM, — 00ecrneyeHne
paavaumoHHoii 6esomnacHocT. CuuTaeTcs, uTo cloga
BXOOMT 1 Noafepxka 00pasoBaHus M WUCCNEnoBaHWiA
B SAEpHOI cdepe, Mrpaiowumx KIIOYEBYI0 POfb B CO-
XpaHeHUM BLICOKMX CTaHAapToB GesonacHocTu. B co-
OTBETCTBUM C 3TUM, LLIBEACKMiA LIEHTD SAEPHBIX Tex-
HOMOMMiA  DUHAHCUPYETCS MHCMEKTOPATOM MPUMEPHO
Ha OfIHY TPETb.

LleHTp nMeeT [ONrocpoyYHbIe COrMalleHus ¢ Tpe-
MS BbICLIMMM Y4eBHbIMM 3aBefeHMsMM: KOponeBckuM
TEXHOMOMMYECKUM  MHCTUTYTOM, YanMepckum TexHo-
NOrMYECKUM MHCTUTYTOM W YHUBEPCUTETOM B Yncane.
B COOTBETCTBUM C 3TMMM COrMALLEHUSIMM, YHUBEPCU-
TeTbl OCYLLECTBASIOT 0OY4EHME MO SAEePHLIM Creumab-
HOCTSIM, 32 YTO MOMYYal0T PUHAHCOBYIO NOAAEPXKY OT
LeHTpa. BpnobaBok, LEHTP MOALAEpXMBAET WCCneno-
BaTeNbCKME MPOEKTHI MO SAEPHBIM M COMYTCTBYIOLLMM
TEXHOJIOTUSIM, B KOTOPbIX MOTYT MPUHITH yyacTue yye-
Hble o60ro yHUBEpCUTETA.

OTW cornaweHms no COTPYOHMYECTBY MO3BOMMUAM
[00OUTLCS NPOJOMXEHNs paboThl BCEX «SAEPHbIX» Ka-
denp, ykasaHHbIX Bblle, Tak kak Hanbonee BEPOSTHO,
4YTO B MPOTUBHOM Cily4ae 00bEM MX PaboTbl CHU3MIICS
Obl 10 HE3HAYNUTENBHOrO YPOBHS (€CNK BOOOLLE He [0
Hynsi). Bonee TOro, B yHMBEpCUTETE YncCasibl (10 TOM
Mnopbl MaJI0 CBA3aHHOM C 4EPHON 3HEPreTUKOMn) He-
[JaBHO Obln YTBEPXAEHLI 06pa3oBaTesbHbIE NPorpam-
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Mbl M0 SEPHBIM CMELMAbHOCTIM W UCCNENOBaHUS B
00nacTv aepHbIX TEXHONOT WA,

HenaBHO LEHTP SAEPHBIX TEXHOMOTWIA WMHWLWMK-
POBA1 BHEOPEHWE B BY3bl MArvCTEPCKMX KYPCOB MO
SAEPHBIM CMELMANbHOCTSM, OCHOBBIBASICb HA TOM, YTO
NPYEM B aCMMPaHTYPy B LUBEACKMUX YHUBEPCUTETAX OF-
PaHWyYeH, U 3TO CO3[AeT TPYOHOCTU B NOAAEPXAHUU
SNEPHbIX 00pa30BaTe/bHbLIX NPOrpamMm [ acnmpaH-
TOB B K&XIOM YHuMBEpcuTeTe. Bmecto 3Toro Obuin
BBE[EHbl MarvCTepckue MporpaMMbl, MpUYEM peop-
raHM30BaHHbIe TakuM 06Pa3oM, 4TOObl MO HUM MO/
00yyaTbCs CTYAEHTbI M3 M0BOro yHMBEpcUTETa CTpa-
Hbl. B NpakTM4eckom MpuIOXeHUM 310 03HAYAET, YTO
KypCbl IOMXHbI ObITb CKOHLIEHTPMPOBAHBI N0 BPEMEHM,
Hanomobwe NEeTHUX WKOM. TUMWYHBIA KYpC, OpraHu-
30BaHHbIii TakuM 00pa3oM, 3aiiMeT MosHyl pabouyio
Hepeno. bonee npogomxuUTENbHbIE Kypchl MOTYT ObiTh
pa3buTbl HA HECKOLKO OTAENbHLIX HEAENb.

Takoii NOpsAOK OpraHn3aLMv afanTupyet Kypehl u
D19 MHOCTPAHHbIX CTYAEHTOB. [10CKONbKY OHM CXaTbl
BO BPEMEHU, TO MO CYLLECTBY KaxX[blil €BPOMencKui
CTYOEHT VMMEEeT BO3MOXHOCTb WX nocetutb. Cremy-
€T OTMETWUTb, YTO MPUMEPHO B TO Xe BPEMs, KOraa
LLiBeackmii LEHTP SAEPHbIX TexHonoruiA paspabotan
HOBbIA MOPSAOK OPraHM3auMy YYebHbIX MPOrpamm,
aHaNoOrMyHbIA MPOLIECC Hayancs Bo Bcem EBpocotose.
3HauMTENbHOE KOMMYECTBO EBPOMENCKNX YHUBEPCUTE-
TOB He Tak [JaBHO cdopmuposain EBponeiickyio cetb
sinepHoro o6pasoBanus (ENEN).

OpuH  0cobblii - acnekT, KOTOpbliA  HeoBX0AUMO
YY4eCTb — 3TO CTPYKTYpHas B3aUMOCBS3b MEX[Y Bbl-
ClumMm 06pa3oBaHMEM U WUCCIEN0BATENbCKOV AedTenb-
HOCTbIO C Y4eTOM OTCYTCTBMSI HAy4HO-UCCNeaoBa-
TenbCkux MHCTUTYTOB. Kpome LLIBeackoro areHTCTBa
000pOHHbIX MccnemoBaHuin B LUBeuun, no cytu, Het
UCCNEeaoBaTeNbCKMX LIEHTPOB, COOTBETCTBEHHO, WC-
CNefoBaHmMs Mo SAEepHbIM TeMaTUKaM OCYLLECTBASIHOTCS
nmbo cunamu NpeanpuaTUii SaepHoii oTpacnu, nmMbo
YHUBEPCUTETAMU.

Bcnenctene Takoil  cTpaterMm  NiNWb - HE3Ha-
YuTeNbHAS YaCTb MPUKNAAHBIX WUCCNEOBaHWA B
LWBEACKMX YHMBEpCUTETAX (UHAHCMPYETCS 33 CYeT
MPaBUTENbCTBEHHLIX TPaHTOB. bOnblwas Xe uacTb
dUHAHCUPYeTCS 3@ CYET BHELUHMX TPAHTOB, MOMY-
YaeMbIX YHWBEPCUTETAMW OT MPOMBILLAEHHOCTUA, W
slepHasl SHEpreTuka He SIBNSETCS B 3TOM CMbICnie
uckioyeHuem. MpakTnyeckn BCe MCCNEL0BATENbCKME
W acnupaHTckue paboTbl s SAEPHOI 3HEepreTuKu
BbIMOJIHAIOTCS 33 CYET OTPAC/EBbIX FPAHTOB. TOMb-
ko Bbicliee 00pa3oBaHWe B 3HAYMTESIbHOW CTENeHu
duHaHCcMpyeTcs NpaBuUTeNbCTBOM. [NpemycmMoTpeHHoe
duHaHCUPOBaHWE [JOMONHNATENLHON NpenoLaBaTesib-
CKOW [esTeNbHOCTM N0 OpPraHu3aumm U NpOBEAEHUIO
BLILUEYNOMSIHYTLIX KYPCOB NWLLb HEMHOTUM G0MblUe
onnatkl Mo OCHOBHOM paboTe, 1, B OTCYTCTBUE APYrUX
CXeM, npenojaBaTento npuwnoch Obl 0TpabaThiBaTh
MOMHbIA paboumit AeHb 3a 3apnnarty, COOTBETCTBYIO-
LIyl0 OCHOBHOMY oknamy. CnepmoBatenbHo, Tpebyet-
€S AOMONHUTENbHBIA UCTOYHNK EHEXHBIX PECYPCOB,
yTOObI MONYYUTb HEOOXOAMMBIA NMPEnofaBaTenbCkuii

MoTeHLMaN, M 9T0 BO3MOXHO Gnaromapst noanepxke
CO CTOPOHbI SAEPHOIA OTPACHK.

Cxatbi chopmaT npuBneKaeT

Kypcbl, opraHusoBaHHble KSU — LieHTpom gpep-
Hoii 6e30MacHOCTM M 00yyeHus nepcoHana, — npea-
Ha3Ha4eHbl 411 HOBbIX COTPYAHWUKOB SAEPHON OTPACHK.
CXatocTb KypcoB MO CPOKaM AENaeT ux MoAXOASLMMM
W ong acnupaHToB. oatomy ObiNO0 AOCTUFHYTO CO-
rnaweHve mexgy KSU n SKC (LUBemckum ueHTpoM
SAEPHBIX TEXHONOMUIA), YTO MPU HAMUYUM BAKAHTHBIX
MecT B Nioboii nporpamme, nposogumoit KSU, moryt
Y4aCTBOBATb CTYAEHTHI U3 NI0OOTO LIBEACKOrO YHUBEP-
cuTeTa. 31O NPUBENO K 3aMETHOMY YBENMYEHUIO CyM-
MapHoOro o6bema YMTaemblx KypcoB. bonee Toro, cam
haKT MPOXOXAEHUS KYPCOB Y4aCTHUKAMU C Pa3NnyHbI-
MW 6a30BbIMM 3HAHUSIMK 0OYCIOBNMBAET NOBbILLEHHYIO
aKTUBHOCTb CTYLEHTOB MPOCTO M3-3a HEOOX0AMMOCTM
npeofoneHns NpodeccuoHanbHblX 6apbepoB U BBULY
TOro, 4TO MOAHMMAEMble BOMPOCHI OXBATHIBAIOT bonee
LUMPOKWIA AMana3oH NOHATMIA.

BnyoTb 40 HACTOSILLETO BPEMEHW TaKoe COTPYOHM-
YECTBO MPaKTUKOBANIOCH B OTHOLLEHUM OBLMX SAEPHBIX
KypCOB, YMTaeMbIX HOBOMY nepcoHany. B copepxanue
KypCOB BXOLST OCHOBbI GM3MKM SLEPHBIX PEAKTOPOB,
TepmMornapaenuka, BOMPOChl  OOecreyeHns paana-
LIMOHHON 6e30MacHOCTU. ATU AMUCUMNAUHBI He 00ec-
neynBaioT raybokoro MorpyXeHust B NPEOMET, U OHM
MOryT ObiTb MONE3HbI AN ACTIMPaHTOB, PaboTaloLLMX
B 0071aCTAX, CBA3AHHBIX C SAEPHOI SHEPreTUKOW, HO
He CHOKYCMPOBAHHBIX HA 3KCMyataumm peaktopa. [ns
HWX 3HaHWa 0 paboTe peakTopa NonesHbl, YTobbl BU-
[JeTb MECTO CBOEW paboThl B 00LLEN NepCrekTuBe.

[laHHaa kareropusi cnyluarenein LOCTaTO4HO BEm-
ka (no kpaiHen mepe, ana LLseumn), oHa BKItOYaeT
okono 50 acnupaHToB. [1n9 CneumanmcToB, OPUEHTM-
POBaHHbIX KOHKPETHO HA BYHKLMOHMPOBAHWE SAEPHBIX
YCTaHOBOK, 3TW KYPCbl HELLOCTATOYHO GYHAAMEHTANbHI.
Mpumep NONOXMTENLHOMO pe3ynbTara COTPYAHUYECTBA
Kak pa3 B 00/1acT creuuanuaupoBaHHOro 00pasoBa-
Husi: 0ceHblo 2004 r. BbiM NPOBELEHbI ABYXHEAENbHbIE
Kypcbl MO BEPOSITHOCTHOMY aHanu3y 6e30macHocTH,
MPUMEPHO MONOBMHA UX YY4ACTHUKOB OTHOCUNACH K Ha-
YYHOMY COOOLLECTBY, @ ipyras NoNOBMHA — K SAEPHON
NMPOMBILLNIEHHOCTU U HABOPHBIM OpraHam. JTOT Kypc
OCYLLECTBASIETC KOMMEPYECKON KOMMaHUEi, roToBOM
NpoBOAUTL 0By4eHWe MO Mepe MOCTYNAeHWs Npeasio-
XeHni. Kaxpas kateropusi «CTyneHToB» Obina OTHO-
CUTENbHO MasIeHbKOA, YTOObI HECTWU BCE Pacxodbl Mo
00yyeHnto, Ho oblas rpynna okasanach A0CTATOMHO
KPYMHOIA, 4TOObI CAENaTh CTOMMOCTb 00YYeHUs Kaxao-
r0 OTAENBHOTO Y4aCTHUKA PeasIMCTUYHON.

HemaBHo B kauyecTBe cnepytowero wara Obino
OpPraHW30BaHO COTPYAHMYECTBO MEXAY PasnnyHbIMu
yupexaenusmu. KSU ycTpausan kypcbl anst 00y4eHus
CMELManUCTOB B TEYEHME HecKonbkux NieT. Ho, Tak
KaK CerofiHs 3Tu Kypchl MpenojatoTcs Ha 6ase yHu-
BEPCUTETA, OHW [OCTYMHbI U A5 0ObIYHBIX CTYAEHTOB.
Yucto no reorpaduyeckuM npuyMHaMm Kypcbl noce-
LLAIOTCS, B OCHOBHOM, MECTHbIMU CTYAEHTAMW, ecnu

TOMLKO HANIMYECTBYIOT CBOOOAHLIE MECTa. ITO NpuBe-
110 K BO3HUKHOBEHMIO HOBbIX aCMekToB 00y4eHus. Mep-
BOE M OCHOBHOE — TaKoi Mofxo[, MO3BONMI YACTUYHO
BHEAPUTbL sifiepHoe 00pa3oBaHue B YHUBEPCUTET, 0
CUX MOP He 3aHMMaBLLMIACS sifepHbIM 00pa3oBaHu-
eM. B pesynbtate aToro Bblgenmics npenofasatesb-
CKWIA WTaT B COCTaBe NaTv npodeccopos, u Obinm
pa3paboTaHbl COOTBETCTBYIOLIME 00Pa30BaTENbHbIE
ANCUMNIUHBI. OTKprﬂI/ICb HOBble BO3MOXHOCTW Ond
pasBUTUS APYrvX KYPCOB MO ALEPHBIM NHXEHEPCKUM
cneuyanbHocTaMm. BTopoe: AaHHble Kypcbl BbICTPO
nprobpenn nonynsipHOCTb Cpeau CTyLeHToB Gnaro-
naps ceoemy cxatomy cdopmaty. CTyaeHTbl 0CoDeH-
HO NPUBETCTBYIOT TO, YTO HA 3aHSTUSIX MPUCYTCTBYIOT
COTPYAHMKM, yXe paboTatolie B siepHOin 0Tpacnu,
yT0 ;Aenaet 06pa3oBaTesbHbI Npouecc Gonee npak-
TN4eCKN-0PUEHTUPOBAHHBIM.

ManeHbkana cTpaHa ¢ 6onbwuM
yMoMm

LLIBeuys — cTpaHa C ManeHbKUM HaceneHueM, Npo-
XVMBAIOWMM HA OTHOCUTESIbHO OONbLLIOA TEPPUTOPUN,
4TO B 3HAYUTENbHOIA CTENEHM 0BYCNABNMBAET CXATOCTb
KypcoB Nno BpeMeHu. MonobHas opraHu3aums 06paso-
BaTE/IbHOMO NPOLECCA [OCTATOYHO XOPOLIO MOAXOAMT
[N MHTErpaumm B eBPOMeiickylo 006pa3oBaTesbHyI0
cuctemy. Bpems n CTOMMOCTb MOE3n0K B Npeaenax
Lseuun n B npegenax EBponbl He CIWLLIKOM CUNIbHO
pasnuyaloTcs; U benbrus, K npumepy, yxe ocyLiec-
TBUA PEOPraHM3aumio CBOEro SAEPHOr0 MHXEHEPHO-
ro 0bpa3oBaHusi, CO30AB MOXOXY CTPYKTYpY KypCOB
(xota 1 no apyrum npuumnHam). Bonee Toro, B benbrumn
Takas ke Cxema yTBepxaeHa 1 Ans 00yyeHus CTyeH-
T0B. MopoBHas PECTPYKTYpU3aLMsl YXe HauMHAeTcs 1
BO MHOrux crpaHax Esponbl B pamkax ENEN. HepasHo
nofo6HbIi NPOLLECC N0 COrNacoBaHMio nporpamm o6y-
YEHUs MepcoHana oTpacin Obll MHALMMPOBAH Yepe3
npoekt NEPTUNO.

Mbl yXe MOXeM Habnoaatb KOPEHHbIE NepemeHbl
00pa3oBaTenbHOii CUCTEMbI BO MHOTMX €BPOMENCKMX
cTpaHax, O00YCNoBNEHHbIE OOMOHCKAM  MPOLIECCOM.
3apayeit 3TOro Npouecca SBNSeTCs NpuBeagHue 00-
pa3oBaTtesibHOi cucTembl EBponbl k cxeme 3+2+3:
3 ropa Gakanaspuata + 2 roga maructpartypbl + 3
rofia 1CCneaoBaTenbCKoi paboTbl U MPUCBOEHNE CTe-
nesu PhD (aHanor poccuiickoro kaHgupara Hayk). B
JaHHOA CTaTbe MPOBOAMTCS pa3nuuve Mexay obyue-
HMEM CTYLEHTOB NO MHXEHEPHbIM CreLNanbHOCTIM U
00y4eHMeM B aCrMpaHType C Lenbio nonyyenns PhD,
HO YXe Yepe3 HEeckoNbKO JIET YETKOe pasnuuune Mex-
[y 9TUMU 3Tanamy NepecTaHeT CyllecTBoBaTb. Mbl
npubnuxaemMcs K cuTyaummu, Korga To, YTO CeropHs
SBNSETCS MOCNEOHMM KYPCOM  NPOGECCUOHANBHOMO
00pa3oBaHus CTYAEHTOB MW MEPBbLIM KYPCOM acmnui-
PaHTypbl, MPEBPATUTCS B OfWH 3Tan 0OyyeHus, T.e.
CTaHET YacTblo 06pa30BaTeNbHOM NPOrpaMMbl Maruc-
Tpa. lprHMMas BO BHUMaHWE BCe, YTO 00OCYXAanoch
Bbillie, 0ONACTbi0 COCPEAOTONEHUS YCWUIWUA SAEpPHOI
obpasosatenbHoii cTpykTypbl ENEN cTaHeT, BeposiTHO,
MMEHHO MarucTepckoe 06pasoBaHue.

Mo MoemMy MHEHWO, POCT MOMYNSPHOCTU M Ka-
YECTBA EPHOr0 MHXEHEPHOro 00Pa3oBaHNS BrOAHE
BO3MOXEH M B KPaTKOCPO4HOIA nepcnekTuse. Ho paxe
B 9TOM CJlyyae, HacKOMbKO &1 MOTY MpeaBuUaEeTb, Saep-
Has OTpacib BPSA N4 CMOXET 3anofHWUTb XOT Obl
MONOBMHY BAaKAHTHbIX MECT MHXEHepamu W KaHawpa-
Tamu (PhD), nonyuuBlMMKM 00pa3oBaH1e UMEHHO M0
faepHbIM - cneumanbHocTaM. OpHako siaepHas aHep-
reThka Ha CErofHsLHWIA AeHb SBNSETCS MONHOCTbIO
ChOPMMPOBABLLENCS, PA3BUTOM OTPACNbIO, @ BO BCEX
Pa3BUTLIX OTPAC/FX BaKaHTHbIE MAOMKHOCTM 3ayac-
Tyl0 3aHUMAIOTCS NIOALMM, UMEIOLMMU Hekoe obLiee
TexHnyeckoe 00pa3oBaHve, KOTOpble 3aTeM /1S Bbl-
MOSHEHNS CBOMX NPOGECCMOHANBHBIX 00SI3aHHOCTE
[000y4aloTcst N0 Cneumany3npoBaHHbLIM NPoOrpaMMam.
MopobHas cuTyauwmst yxe [ONroe BPEMS CyLIECTBYET
B LENI0N03HO-OyMaxHOIA, NecHoW, ropHonobbiBato-
LIEeA MPOMBILNEHHOCTU U T.N. — T.e. B MPECNOBYTbIX
pa3BuTbIX OTpacnsx. o 3Toi NpuuMHE BPSA, M POSb
[JOMONHUTENBHOrO 0DYYeHWs NepcoHana siepHoi oT-
paciM YMEHbLUMTCS, [Jaxe ecnu YHUBEPCUTETCKWE
00pa3oBaTenbHble MPOrPaMMbl U3MEHSITCS B JYLLYHO
CTOPOHY.

LLiBeuusi — HACTONbKO MasieHbkas CTpaHa, YTo Mbl
MPOCTO HE MOXeM A0NYCTUTb [yBAMpoBaHuUe YCUIWIA.
B atoin cratbe 9 NpencTaBun HECKONbKO MPUMEPOB,
kak B TEYeHWe MOCNemHUX NeT yaaBanochb LOCTUYb
MOJIOXUTENBHOTO  PEe3yNbTata Mpu  B3aMMOAEHCTBUM
MEXOYy PasMyHbIMU OpraHu3aumsmu. 9 He Bepio,
YTO BCE BO3MOXHOCTM COTPYOHMYECTBA C LENbIO pa-
LIMOHANBHOTO MCMOMB30BAHNS YENOBEYECKUX PECYPCOB
Oblnn ncyepnaHbl. Haoboport, 9 npensuxy MHTEHCUdK-
KaLyto Takoro coTpyaHmyecTea. Cneayet NoayepKHyTh,
410 3 dEKTUBHOE UCMO/b30BAHNE XUBbIX PECYPCOB HE
SBNSIETCH €AMHCTBEHHON BbIFOAOI, KOTOPYIO MOXHO W3-
BNeYb M3 COTPYAHMYECTBA, MOCKOMbKY Onarojaps Ta-
KOMY COTPYOHWYECTBY NOSIBASIETCS BOSMOXHOCTb YNyy-
WKMTb W KayecTBO 0OpasoBaHus. Korma BCTpevaioTcs
CreumanmcTsl U3 pasHbiX 00nacTeii — BbISBNSIHOTCS
HOBbIE MPOGNEMbI 1 BO3MOXHOCTH, 3TO M 0becneyun-
BaeT, B OOMbLUEA UMM MEHbLLEN CTEeneHu, rapaHTuio
kayecTBa 06pa3oBaHMs.

Mepesop IOpusa KopsikoBckoro




Eponelickas ceTb AlepHoro
oobpasoBaHusa (ENEN

An baoMmrpen,

Illseockuti uermp A0epHbLx mexHono2ull, ga-
KYN6men HetlmpoHHblX UCCeO08AHULL YHUEeD-
cumema Yncanol, I11eeyus

Pdpann MyHII,
Yuebnwviti yenmp adeproil snepzemuxit, Byp-
man, benv2us

IInrep Iloas e Perr,
HauuonansvHoitl uHcmumym 20epHoil HayKil U
mexnuxu, Carne, Ppaniiis

HO-xo3ed Cadne,

Komuccapuam no amomnoiil snepauu, Ppar-
uua; HayuOHAnsHbll UHCIMUNYm s10epHoli
nayxu u mexnuxu, Carne, Pparius

O6beanHANTECDH!

Heo6x0aMMOCTb COXPaHEHWS, YCUNEHUS 1 yKpen-
NEHUs AAEPHBIX 3HAHMIA Oblna LMPOKO OCO3HAHA BO
BCEM Mupe OykBanbHO HECKONbKO NeT Hasad. Cpeam
Bcero npoyero, B 2001 rogy rpynna akcnepToB odu-
umMansHo  pekomeHposana  Esponerickon  Komuceum
«Cc0o30aBaTb 00pa3oBaTeNbHLIE CETU A1 MOLNEPXaHNS
a0epHbIX 3HaHWiA» [1]. Tekylias cuTyaums Takoea, 4To
B MpOrpammax eBpOMeickux CUCTEM BbICLIEro obpa-
30BaHN] 9epHas TeXHMKA Noka eLle npeacTasieHa B
[OCTaTO4HO MOJHON Mepe, XOTS He BCerja v He Besfe.
OnHako B COOTBETCTBUM C JAHHbIMU HAOMIO[EHNS, He-
KoTopble 06M1aCTM SLepHOr0 06Pa30BaHNs HaxoasTCs
B KPUTUYECKOM MOJIOXEHWM, BKIIOYas Takue BaxHble C
TOYKM 3peHns obecneyeHns 6e30MacHOCTY NPeaMETHI,
kaK peaktopHas ¢wusvka u snepHas TepMoruapasiv-
ka. Bonee Toro, B HEKOTOPLIX CTpaHax HabniopaloTcs
SIBHbIE HELOCTATKM 00pa3oBaHus MO AUCLMMAMHAM, OT-
HOCSILLMMCS K KOHEYHOMY 3Tany SAEpPHOr0 TOMMBHOMO
umia, o0palleHnio C OTXOZAaMW U BbIBOAY SLEPHBIX
00BLEKTOB U3 3KCMyaTaLmm.

Y1066l MEpenoMMTb 3TO PUCKOBAHHOE MOMOXE-
HWe, €BPOMenCKUM CTPaHaMm KpaiHe BaXHO BCTyMarb
B Gonee TECHOE COTPYOHWYECTBO [JiSl PELIEHUs 03-
HayeHHOW npobnembl. KoopauHaums W COBEPLUEH-
CTBOBaHWe B cdepe f4epHOro 06pa3oBaHus SOMKHBI
MMETb BO3MOXHOCTb peann3aumn Ha MexayHapoaHOM
YPOBHE C LENbI0 COXPaHEeHUs W nepefayn 3HaHui B
npenenax Bceil EBpOMbl. 3T0 XM3HEHHO HEOOX0AMMO
JN19 COOTBETCTBYIOWLEr0 CTaHaapTam 6e30MmacHoCTH W
9KOHOMWYECKON LLeNecoobpasHOCTV NPOEKTUPOBaHMS,
3KCMyataumm W [EMOHTaxa HblHe CYLLECTBYIOLLMX W
OymyLwmx SAepHbIX SHEPreTUYECKNX YCTaHOBOK. MeH-
HO NS BLIMOIHEHMS 3TUX 3afiay 1 Obina cHopMMpoBa-
Ha ENEN — EBponeiickast ceTb fiepHOro 06pasoBaHus
— HEeKOMMEpYeckas OpraHmsauus, Yben «POAMHON»
MOXHO cumtath GpaHumio. 3Ty MeXayHapoLHyio opra-
HM3aLMI0 MOXHO paccMaTpumBaThb kak Liar K CO3aHnio
BUPTYabHOTO EBPONENCKOro SAepHOro YHUBEPCUTETA,
CYMBONIM3MPYIOLLEr0 aKTUBHOE COTPYOHUYECTBO MEXIY
HaLMOHANBHBIMYA OPraHU3aLMsImMu, OTBETCTBEHHbIMM 33
saepHoe 06pa3oBaHye.

ENEN npepnaraeT CBOMM «CTyAEHTamM» CepTu-
dukaT eBponeinckoro maructpa B 06MacTu siaepHO
TexHukW. PaccmoTpeHHas koHuenuus ENEN cosmec-
TMMA C NJIaHUPYEMOIA rapPMOHU3NPOBAHHON CTPYKTYPOA
€BPONeNickoro Bbicluero 006pa3oBaHms, npesycMaTpy-
BalolLeil cTeneHn Gakanaspa W maructpa. Mpu atom
OCHOBHOV LIeNblo  SIBNSIETCS  [OCTUXKEHUE BbICOKOrO
kayecTBa saepHoro obpas3oBaHus B EBpone nocpep-
CTBOM CTUMyNSILMM 0OMEHa CTyieHTaMn 1 NMpenoaaBa-
TensMu1, B3aUMHOW NPOBEPKM KAYeCTBA NMpefiaraéMblX
nporpamMm, a Takxe Yepe3 TECHOE COTPYLHWYECTBO C
ABTOPUTETHBIMM UCCNENOBATENLCKUMU  KONIEKTMBAMM
YHWUBEPCUTETOB U Nlabopatopuii. PaspabotaHHas npo-
rpaMma 0BydeHust «AepHOro» MarucTpa COCTOMT W3
PEKOMEHI0BAHHBIX KYPCOB MO OOLLEMHKEHEPHBIM 1
COOCTBEHHO SAEPHBIM AMUCLMMINHAM, HOPMUPYIOLLM
dyHOAMEHTANbHBIE 3HAHUS; KPOME TOro, B Hel npe-
JYCMOTpEHbI YrnybneHHble Kypcbl W npakTuka. Heko-
TOpble YrybOneHHble KYpChl SBASIOTCS TakXe 4acTbio
nporpaMM 19 [IOKTOPAHTOB.

BTopyio BaxHYI) COCTaBASIOLLYIO [AESTENbHOCTM
ENEN MOXHO Ha3gaTb NpOAOXEHMEM npPOdeccuo-
HanbHoro passutug (Continued Professional Develop-
ment) ang cneuwanuctos, paboTatowmx B sLEPHON
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O6G aBTOpax

lMpodeccop HAH
BnomrpeH pa6o-
Taet Ha dakyb-
TETEe HEUTPOHHbIX
1nccnenoBaHnm
yHMBEpcUTeTa B
Yncane. BebiCTy-
naet B ponau pe-
LeH3eHTa B 5-Tn
MeXAyHapoaHbIX
>XypHanax. 9B-
NAs8Cb  MaBHbIM
pykoBoguTenem obpasoBaTesibHbIX MPO-
rpamm LLIBeACcKoro LeHTpa aaepHbiX Tex-
HOMOrMI, Ha roCyAapCTBEHHOM YPOBHE
OCYLLECTBNSET KOOpAMHaUMIO B cdepe
anepHoro obpasosaHus B LLiBeumn.

dpaHy MyHL
ABNSETCH  KOOp-
ONHATOPOM MeX-
YHVIBEPCUTETCKMX
nporpamm no
0by4eHnto maruc-
TpoB B o06nactu
AOEPHON  TexHU-
K. 3aHumaeT
OOJIKHOCTb  Hayy-
:; HOro cekpeTapsi

“ komuccum  aKce-
nepToB LleHTpa saepHbIX nccneaoBaHni
SCK-CEN (Benbrus); ocHoBatenb 1 rma-
Ba nabopartopumn koppo3un B SCK-CEN.
B 1998-2006 rr. — koopanHATOP Hay4YHbIX
VCCNEeNOBaHNN, PYKOBOAWTENb KaHOU-
patckux (PhD) npoektoB B SCK-CEN.
C 2006 r. — 3aBemylOWMIA UccnenoBa-
TenbCkuM peaktopom BR2.

Mutep Monb pe
Perr c 2004 r.
— reHepasibHbIn
cekpeTtapb ENEN.
B Teuenne 20
ner ABNSANCS
OTBETCTBEH-
HbIM JIMLOM 3a
njaHMpoBaHue,
ynpasfeHue,
KoopAMHaumio

M  PyKOBOACTBO
Hay4YHO-UCCNIeL0BATENbCKON  AeATeslb-
HOCTbIO LleHTpa saepHbIX nccnenoBaHni
SCK-CEN (benbrus). B 1997-2004 rr.
— 3aHUMan nocT rnaebl GUINYECKON, XU~
MUYECKo 1 npubopHor nabopaTopumn
MATAT3 B LLInGepcoopde.

Oxo3ed Cadbe
— NMpesnaeHT ac-
coumaumm ENEN.
B 1991-2002 rr.
— reHepasbHbIn
ANPEKTOP pe-
aktopa B Ynuc-
ce, ®paHums.
C 1998 r. — pe-
KaH dakynbreTa
A0EPHON TEXHUKN
B HauunoHanbHoOM
VHCTUTYTE SIAE€PHON HAyKN N TEXHUKM B
Cakne, ®paHums. B HacTosiee Bpems
SABNSETCH Takke KOOPAMHATOPOM Mpoek-
Ta NEPTUNO.

otpacnu. CopepxaHue COOTBETCTBYIOLMX y4eOHbIX
nporpamMmM 1S 3ToiA rpynmbl 06y4aeMblx [OMXHO OT-
BEYaTb 3anpocam MPOMBILIEHHOCT U HAA30PHbIX
OpraHoB, MoaToMy TpebyeTcsi co3naHue CreumanbHoi
OpraHu3aummu, OTBETCTBEHHOM 3a OLEHKY KayecTBa U
akKKpeauTaumio nporpamMM Mo AaHHOMY HanpaeeHuIo.

OBa B ogHOM

B pawmkax 5-ro HayyHOro 1 06pa3oBaTesbHOMO NPo-
ekTa no atomHon aHeprum Espoatoma (1998—2002)
Esponeiickas Komucens nopmepxana npoekT no €es-
PONeNCcKoMy IEPHOMY WMHXEHEPHOMY 06pa30BaHUIO,
B KOTOPOM MPWHSIM y4acTve 22 YHUBEPCUTETA M UC-
cnepoBaTenbCckux LeHTpa [2]. B npouecce ero pea-
nn3aumm Bbiin onpeaeneHbl 0CHOBHLIE COCTaBASIOLLME
00pa3oBaHKs «snepHOro» MarmucTpa 1 yypexaeHa op-
raHusauus ENEN [3].

Cnemyet 0cobo noayepkHytb, 4to ENEN Obina
C03[3HA Ha OCHOBE «BOCXOASLLEr0» MPUHLMMA: CETb
cdopmmpoBaHa 6e3 yyacTus npaBUTeNnbCTB cTpaH EC;
BooOLLEe — 663 Kakoii-nMBo MayLLEi CBEPXY MHULMATM-

Bbl. OTNPaBHOIA TOYKOI CTano GOPMMPOBAHME KOMEK-
TMBA aKTMBHbIX NPOGECCOPOB, CMELMANM3NPYIOLLMXCS
B SIEPHBIX HAaykax M COMYTCTBYIOLMX 0BNACTAX, KOTO-
pble YBUAEM HEOOXOAMMOCTb (M BO3MOXHOCTb) Npef-
NPUHATb OnpeaeneHHbie yeunusi. OTCYTCTBUE LEHT-
Pa/IN30BaHHOMO PYKOBOACTBA, HABSI3AHHOTO «CBEPXY»,
03HAYaeT, Y4TO OCHOBHbIE COCTABNAOLLME MPOEKTA YT-
BEPXJAIOTCS MO COTMALIEHnIo BONBILMHCTBA Y4aCTHM-
koB. KOHEYHO, CaM MPOLIECC BbIPAOOTKM PELLEHNiA npu
9TOM 3aTArMBAETCA, HO MO AOCTUXEHUM COrfalleHus
€ro NpeTBOPeHUe B XW3Hb MpoMcXoamT 6e3 npoBono-
yex.

Mockonbky ENEN He mumeer nonHomouwid no yn-
PaBNEHNI0 [ESTENbHOCTBIO YHUBEPCUTETOB, TO CTpa-
Terns N0 NMPOLBYXEHMIO SAEPHOTr0 00pa3oBaHus He-
130EXHO [ONMXHA OCHOBLIBATLCS Ha A0OpOIi Bone ee
YYacTHMKOB. Takoe MONOXeHne Aen u 0byCnoBmio
Noaxod, Mpu KOTOPOM OCHOBbI OpraHW3aLuu YHUBEP-
cutetos, Bxopawmx B ENEN, He sarparuBatorcs. Kak
W Npexae, CTYOEHTHl YACAATCS B CBOMX YHUBEPCUTETAX
1 MONyyaloT B HUX 00pasosaHve. Ecin cTyneHT coaet
s 9K3aMEHOB B COOTBETCTBUM C KpuTepusmu ENEN,
OH Monyyaet cepTudukar, yooCcToBepsOLLMiA NPUCBO-
€HVe eMy CTerneHu eBponeickoro MarucTpa B 0bnactum
A0EPHON TEXHUKMN.

B HacTosiee Bpemsi npomcxoasT rnobanbHble n3-
MEHeHMs1 00pa30BaTeNbHOA CUCTEMbI BO MHOTUX €B-
pOneinckux CTpaHax B COOTBETCTBUM C BOnOHCKUM
NpoLIeCCOM, HaLENEHHbIM Ha rapMOHM3aLMI0 BCEX
cucTeM Bbicluero 06pa3oBaHus B eBPOMENCKUX CTpa-
Hax C NpuUBEAEHNEM UX K cucteme 3+2+3: nepeble TpU
rona 00yyeHus B By3e 3aTpauMBaloTCs Ha 06s13aTenb-
Hblii 3Tan C Lenbio MonyyeHus cTeneHu Gakanaspa.
PesynbtatoMm cnegyiowmx 2-x neT 00y4eHus CTaHeT
CTeneHb MarncTpa, 3a KOTOpoid CresyeT Tpu rofa uc-
CnefoBarenbCkoii paboTbl M CTeneHb KaHauaata Hayk
(PhD).

Y106bl CMArYMTb Hepa3bepuxy B CamMoOM Haume-
HoBaHun — «ENEN», cnepyet cpasy xe ckasaTtb, YTO
abbpesmatype ENEN ncTopuyeckn 6bin0 npunucaHo
[1Ba pas3fnyHbIX 3HaveHus. Bo-nepsbix, ENEN — 3710
€BPONEiCKNiA NPOEKT (Ha3blBaBLLUMIACA «eBPOMNencKas
anepHas nHxeHepHas cetb» (European Nuclear En-
gineering Network) — ENEN), uybg aktuBHas ¢asa
npuxoaunack Ha 2002—2003 rr. Pe3ynbtatom peanu-
3aLuMn 3TOr0 NpOeKTa CTano Co3faHue OpraHu3aLuu
«EBponeiickas ceTb spepHoro 0bpasosaHus» (Euro-
pean Nuclear Education Network), Takxe ¢ cokpa-
weHnem ENEN. HecMoTps Ha TO, YTO BCE Y4aCTHUKM
npoekta ENEN HbiHe gBngioTca uneHamm cetn ENEN,
B Hee BNOCNEACTBUM BOLLO rOPa3fo G0sbLUE YEHOB.
CoOCTBEHHO, M3MEHEHME Ha3BaHUS ObINO MPEMNoXe-
HO EBponelickoii Kommuccmen Ha OCHOBaHUM psipa
npuynH. Huxe npuBefeHsl OCHOBHbIE COCTABASIOLLME
npoekta ENEN.

300 kpeaMTOB 3a MarucTpa Hayk

Kak ynomsHyTO Bblle, Obina yypexaeHa CTeneHb
€BPOMencKkoro MarucTpa B 06/1acTn SAEPHOI TEXHUKM.
910 BBEfIEHWE COBMECTUMO C 60NOHCKOI durnocodueii
BbICLLIEro 00Pa3oBaHWs [/isl eBPONEICKUX MHXEHEPOB/
y4eHbIX (6 NOMHbIX CEMECTPOB A1 NMPUCBOEHNS CTene-
HW Gakanaepa, elle 4 — ans CTeneHu MarucTpa).

MMonHbIiA y4ebHBbI nnaH, KOTOPbIA HEOOXOAMMO Bbl-
MONHWTL NS MONYYEHUS CTEMEHW MarucTpa, COCTOUT
n3 kypcos, opobpeHHblx ENEN. Crenexb Maructpa
MOXET ObiTb NPUCBOEHA CTYAEHTY TOMbKO mocne o6y-
yeHns B TeyeHne 10 NOAHbIX CEMECTPOB, WK, ApYru-
My cnoBamu, nonyyequs 300 T.H. KPeAUTOB, COOTBET-
CTBYIOLMX MHXEHEPHOMY 00pa3oBaHuio. OpuH kpeaut
noapasymeBaeT y4ebHyto Harpy3ky B 30 4acoB, NOMHBbIN
cemectp cooteercteyet 30 kpemutam unm 900 yacam
y4ebHoi Harpysku [4].

Kak MuHMMYM [Ba cemecTpa, SKBMBAIEHTHble 60
KpeauTaM, [OMKHbl OblTb 00SI3aTENbHO MOCBSLLEHDI
«gIepHbIM» NMPeAMETaM, Yeil CIMCOK COCTOMT M3 pspa
6a30BbIX KYPCOB, COBMELLEHHbIX C  (akyNnbTeTCKON
y4ebHO MporpamMmoii, W NpoeKTa/amccepTauuu Mo
CneumanbHOCTH.

CTyneHTbl 3aperMcTpupoBaHbl B aKKPeAUTOBAHHOM
ENEN «maTepuHcKoM» By3e M MOMYT «3apabarbiBarb»
Tpebyemble KPEAUTbI B JPYrUX YHUBEPCUTETAX, BXOAS-
WMX B AEPHYI0 ceTb. «MatepuHckuii» By3 npucBau-
BAET CTeneHb MAaructpa Mo SAEpPHLIM TEXHONOrMSM
Ha ocHoBe HabpaHHOro konnyectea kpeautoB. ENEN
OT MMEHM BCEX CBOMX 4EHOB NPUCBAMBAET CTENeHb
«EBPOMNEWCKMIA MarucTp» B 00NacTu SAEPHONA TeXHU-
KW, €cnu onpefeneHHas [Jons KpPeawuTtoB (Hanpumep,
20 v 30) nonyyeHbl 3a NpeaenaMn «MaTepuHCKoro»
yHUBEpCUTETA. 3T KPEOWUTBl, B YaCTHOCTM, MOXHO
MONY4MTh, BHINONHWB NPOEKT/AMCCepTaLmio «3a pybe-
XOM», BKIIOUMB TaKXe B MjiaH HEKOTOPbLIE Yry6eHHble
Creumanm3npoBaHHbIE KypChl.

Pa6oTa Ha coxpaHeHue

Llenbto accoupaumn ENEN gBnsietcsi coxpaHeHue
1 pa3BuTHE BLICILETO SAEPHOr0 00pa3oBaHMs M NPo-
deccroHanuama. 31a Lenb peanuayeTcs nocpeacTeoM
COTPYAHUYECTBA MEX[Y EBPONENCKMMU YHUBEPCUTETA-
MW, BKIHOYEHHBIMI B 0OPa3oBaTeNibHble M UCCNeaoBa-
TENbCKME MPOrpamMbl MO SAEPHBIM CMELMANbHOCTAM,
OTPacneBbIMA  UCCNEOBATENbCKAMI — LIEHTPAMK U
CoBCTBEHHO siiepHOI OTpac/bio. B HacTosilee Bpems
uneHamn ENEN sensiotcs 35 yHuBepcuTeToB u 6 uc-
CNnefoBaTenbCkux LeHTpoB. Onupasch Ha noaaepxky
5-1 u 6-it uenesbix nporpamMm EBponeiickoro Coob-
wectea, ENEN BbigaeT ceptudukarbl «eBPONENCKOro
mMarucTpa» no SAepHbIM TexHonorvam. beinn co3paHsl
11 BHEAPEHbI B YHUBEPCUTETHI COOTBETCTBYIOLUME KYPChl
(BkntovaroLme 6a30BbIiA, 00s3aTENbHLI HAabOp Npef-
METOB 1 AUCLIMMIIMHBI, BblOMpaeMble cTyaeHToM). Mpu
noaaepXke SAEPHON OTPACAM M MEXOyHapOAHbIX Op-
raHW3auuii bl OpraHM30BaHbl MPOOHbLIE «MUOTHBIE
Kypcbl W WCMbITaHUs 00pa30BaTeNbHbIX MPOrpaMM.
ENEN BHOCWT BK/a, B OpraHu3aumio SaepHbX 3HaHuin
He Tonbko B pamkax Esponeiickoro Coio3a, HO W Ha
MEXOYHAPOAHOM YPOBHE, COTPYAHWYas C CETIMU B
A3nu, Kavape n CLLA, n npuHumas yyactue B aesTenb-
HocTW BcemupHoro saepHoro yHueepcuteta (WNU).

B ENEN npenycmoTpeHO [Ba Tuna 4ieHCTBa:
[DEACTBUATENbHbIE YNEHbl, MPEACTABNSIOLE HAy4HOe
CO00LLECTBO M UMEIOLLME NerarbHbIA CTaTyC B CTpaHe
EBpocoio3a (unn B CTpaHe-kaHamaate Ha BCTYMAEHWe
B EC), 0becneymBaioT BbICOKWIA HayyHbI YpoBEHL 00-
pa30BaHWs MO SAEPHBIM ANUCLIMNIMHAM B KOMOUHALWW
C UCCNenoBaTeNbCKUMU pa3paboTkamu, NPembaBastoT
BbICOKME TPeboBaHWs K npuemy abUTypUEHTOB U CTy-
[IEHTOB; W «COIO3HbIE» OPraHU3aLmMm, Takxe UMeioLLme
neranbHblii ctatyc B EBpOCOIO3e UM [OArOCPOYHbIE
OTHOLLEHUS C [eCTBUTENbHBIMA YleHaMn B 0BnacTy
1CCNenoBaHuii 1 00pa3oBaTeNbHON AeITeNbHOCTH, Bbl-
pasusLume nopnepxky ENEN.

Llenun accounauum ENEN

OcHosHble Lienm, onpepeneHHbie ENEN B oTHOLLE-
HUM BbiCLIEro 06pasoBaHms, CreaytoLye:

+ pasBuTb GOnee CKOOPAVHMPOBAHHBIA MOMXOA, K
00pa3oBaHni0 B 00M1aCTU SAEPHON TEXHUKW W «spep-
HbiX» Hayk B EBpone,

- 00beauMHUTL eBponelickoe 06pa3oBaHie B BOM-
pocax, Kacalolmxcsl paamaLMoHHoi 6e30MmacHoCTU U
3aLWMTHI OT aTOMHOW pagmaumm,

+ [I0CTWYb OMTUMABHOrO COTPYAHNYECTBA M pa3-
[ENEHNst HAYYHbIX PECYPCOB HA HALMOHANBHOM U MEX-
[yHApPOJHOM YPOBHE C YY4ETOM MHTEPECOB «KOHEYHBIX»
nosb3oBarenen (aTOMHON MPOMBILLIEHHOCTH, 3aKOHO-
[JaTefibHbIX OpraHoB U T.4.),

+ €03[ath ¥ NoaaepxuBath 6asy LEHHbIX ans E-
pOCOI03a «SAEPHbIX» 3HAHMUIA,

+ OpraHM30BaTb U MOAAEPXUBATL aLEeKBATHOE
obecneyeHre YeNoBEYECKUMI PECYPCaMN NPOEKTUPO-
BaHWS, CTPOUTENbCTBA, KCMYaTaLUMM U TEXHUYECKOTO
00cnyxmBaHus B MHGPACTPYKTYpPe SAEPHON OTpac/y
(B yacTHocTn ons ASC),

* MoAAEpXuBaTh HEOOXOMMMbIV YPOBEHb OMbITa U
npodeccroHanuama ans 6e30MacHoOro UCMoNb30BaHNs
SIEPHON 3HEPrUM U MPUMEHEHUS paguauun B Mpo-
MbILLIEHHOCTM U MEAULIVHE.



Llenn n ctpyktypa accoumaumm ENEN chopmynu-
poBaHbl B [loroBope, KOTOPbIA, B CBOK O4epesb, Cre-
nlyeT pekomeHpaumam 5-ro uenesoro npoekta ENEN,
roe ocHoHas uenb ENEN orosopeHa cnegyiowmm
o6pa3om: «CoxpaHeHue 1 JanbHeiillee pasBuUTUE Bbl-
Cluero sinepHoro 06pa3oBaHns M npodeccroHaama
B sinepHoit cdepe». OCHOBHbIE LENM NepeyncneHsl
HUXe:

+ Bblgaya ceptudukaros ENEN esponeiickum ma-
rucTpam B 00NacTy 9AEPHON TEXHUKM,

* MOOLLPEHNE M MOLNEPXKA MCCNeNOBaHMIA acnu-
PaHTOB,

- pasBuTMe 0OMeHa CTyLeHTaMu W npernojasare-
namm mexay 4neHamm ENEN,

* YTBEPX[JEHWE CUCTEMbl KPUTEPWUEB [/ B3aUM-
HOrO MPU3HaHWS CMELMAINCTOB,

* CTUMYNSILMS W YKPEMIEHNE OTHOLLEHMIA MeXay
YHVUBEPCUTETAMM, UCCNEA0BaTENLCKUMM labopaTopusi-
MW SLEPHOI OTPAacAM, NPOMBILLNEHHOCTBIO M HAA30p-
HbIMW OpraHamu,

* FapaHTus KauecTBa SAEPHOr0 MHXEHEPHOro 06-
pa30BaHNg U MCCNEA0BaTENbCKIX Pabor,

* CO3aHVe CTUMYJIOB U YBENMYEHWE MpuUBMeKa-
TeNbHOCTY SiAEpHOro 06pa3oBaHns L1 abUTYPUEHTOB,
CTYOEHTOB M MOJOAbIX YYEHBIX.

Kputepun kavectBa

Pabota BHyTpu ENEN BbINONHsIETCS NATBIO KO-
muccuammu. Kommccus ENEN no npenogasauunio un
Hayke (TAAC) chopmmpoBaHa ans KOHTPONS 3KBUBA-
NIEHTHOCTM y4eBHbIX NporpaMm no sipepHoMy 06paso-
BaHMIO B yHuBepcuteTax-yneHax ENEN u ux koopau-
Hauwmmn. Komucemst no yrny6ieHHbIM Kypcam 1 HayYHbIM
uccnenoBaHusam (AC&RC) otBeyaeT 3a CBSI3b Mexay
By3amm ENEN u uccneposatensckumn naboparopus-
MK, @ TaKkke C ApYrMK NoaobHLIMK ceTamu. Monbay-
ICb YCTOMYMBLIMI KOHTAKTaMu C MCCNEA0BATENbCKUMN
LeHTpamm, YHUBEPCUTETAMW U MPOMBILLAEHHOCTbIO,
AC&RC yTBEpXaaeT TeMbl MArkCTEPCKUX W KaHaMAaT-
ckux (PhD) puccepraumit u npaktukn. AC&RC Taicke
0Ka3blBaeT CTyAEHTaM MOAAEPXKY B MEPEMELLEHUAX
mexay yHuepcutetamu. Cnemyiowas ctpyktypa — Ko-
Muceust Mo 0ByYeHWIo MepcoHana U NPOMBILLIEHHBIM
npoektam (T&IPC) onpeaensieT 3anpockl SAepHON OT-
pacnu B OTHOLLEHMM MPO(ECCUOHANbHBIX 3HAHUIA CBO-
WX CMELMaNNCTOB W OpraHu3yeT y4ebHble Kypchbl Mo
Pa3NnyHLIM NPEAMETaM, NPEeACTABNSIOLMM VHTEPEC C
TOYKM 3peHus 4neHoB ENEN, Haa3opHbIX OpraHoB u
npeanpusTAii saepHoi otpacin. Kommcens no obec-
neyenmio kayectea (KAC) paspabaTbiBaeT M BHempsieT
KpUTEPUM KayecTBa, KOTOPbIE AOMXHbI BbIMOAHATLCS
uneHamn ENEN B mpouecce pa3paboTku 1 npenoga-
BaHUS Y4ebHbIX kypcoB. KAC OLEHMBAET U KOHTPOMM-
pyeT, Hackonbko Tekywme uneHsl ENEN v opraxmsa-
LMN-KaHAMOATbl COOTBETCTBYIOT PSiZly YCTAHOBNEHHBIX
kputepues. Hakoeu, Komuccus no ynpaeneHuio ka-

yectBoM (KMC) onpenensiet u ycTpaHsieT HefocTatku
B 00N1aCTsX HAY4HOTO 3HAHMSI, OTHOCSLLMXCS K SLEPHON
oTpacnu.

OT EBponbl — KO BCEMy MMpY

Cnycts Tpu roga ¢ MOMEHTa CBOEro OCHOBaHMS,
ENEN BbinonHuna MHOXECTBO pa3Ho00pasHbIx 3afay 1
BHEC/NA BECOMbIIi M NpU3HaHHbIV BKaf B 0611aCTH €B-
POMEICKOro BbICLIEr0 00Pa3oBaHns U UCCNEeA0BaTE b-
cKoii pestenbHocT. MuHaHcoBas Noazepxka co CTo-
poHbl EBponeickoii Komuceuy BHeCHa CyLIECTBEHHDINA
BKIa, B PEIN3aLMI0 BCEX HA3BAHHbLIX LOCTUXEHWN.
Xota B HacToswlee Bpems none aesrensHoctn ENEN
1 OTPaHUYEHO HayYHbIM U MHXEHEPHBIM siiepHbIM 00-
pasoaHuem, ENEN nnaHupyet paclumputb 06nactb
CBOMX MHTEPECOB 1 BNIOXMTb YCUINS TAKXE B Pa3BUTHE
«EPHBIX» OUCLIMMIMH, TakuxX, KaK 3aliura oT pajua-
Lmm, pagvoxumms, nepepadotka PAO. B nnanbl ENEN
BXOOMT JasibHenllee pacnpocTpaHeHne LeaTeNbHOCTM
1 BHEPEHWe, NOMUMO CUCTEMbI BbiCLIEr0 00pa3oBa-
Husi, B 00/1aCTb NPOMBILLIEHHOCTU U FOCYAAPCTBEHHBIX
OpraHoB; C NepCrnekTUBOIA UX BKIIOYEHUS B YUCAO 4Jie-
HoB ENEN.

«Ctaptys» ¢ 6a30BOr0 U YrnybneHHOro YHUBEPCU-
TeTckoro obpasoBaHusi, ENEN HamepeBaetcs paspa-
6oTaTh M CKOOPAMHMPOBATL Y4eOHble NpOrpammbl s
KNIOYEBBIX CMELMANBHOCTEN  aTOMHOWA  MPOMBbILLSIEH-
HOCTU, Ha[30PHbIX OPraHoB U MpouMx obnacteit, rae
MPUMEHSIETC MOHU3UPYIOLLEE U3NyyeHue; 1 obecne-
YUTb B3aVMHOE MPU3HAHME 3TUX MPOrpamMm Ha Mex-
JyHapopHom ypoeHe. ENEN cobupaetcs npoponxatb
yyacTvie B LieneBbix npoektax EC, 0cobeHHO B Tex, 4To
Kacatotcsi Bbicluero 06pasoBaHUs M MCCNENOBaHUIA.
HakoHeu, ENEN cTpemutcs K yKpenneHuio cBsiaeii ¢
MuposbiM aaepHbiM yHuBepcuTeTrom (WNU) 1 cetsimm
snepHoro obpasoeaus B Asun, CesepHoii Amepuke
1 MPOYMX MMUPOBbLIX pernoHax. Takum obpasom, ENEN
B COCTaBe CBOMX YNPaBNsOLLMX OPraHoB, KOMUCCMWIA
W YNEHOB COOMPAETCA BbINOJHWTL 3TOT KOMMIEKCHbIiA
MnaH u, Takum 06pa3oM, BHECTU CYLLECTBEHHBIA BKIIAf,
B PasBUTME SHEPHBIX 3HAHWI HE TONbKO BHYTPW EBpO-
COI033, HO 1 HA MUPOBOM YPOBHE.

Mocnepnuue npoektbl ENEN

NEPTUNO

B pamkax 6-ro mccnepnoBatenbckoro M yyebHOro
npoekta EBpoaroma no atomHon aHeprim (2002—2006)
Esponeiickas Komuccus nopaepxana npoexT «AnepHas
Esponeiickas Mnatdopma ObpasoBatenbHbx OpraHu-
3aumin n Yamsepcutetos» («Nuclear European Platform
of Training and University Organisations», NEPTUNO)
[5]. B atom npoekTe yy4acTyloT 35 mapTHepoB U3
0bnacTeil NMPOMBILLNEHHOCTM, 00pa3oBaTeNbHbIX Opra-
HM3aLMiA, YHUBEPCUTETOB M MCCNENOBATENLCKMX abo-
paTopuiA.

Hanomuum, yto npoekt ENEN 6bin Hauat ¢ Le-
NIMKU - «COXPaHsTb, PaCLUMPATb M YKpenasaTb a4ep-
Hble 3HaHMS». OTU Xe LeNn nepewiu v noayumu
nanbHeiwee passutie B npoekte NEPTUNO. Opna-
ko ecnu ENEN KOHLEHTpUpYeT ycunus Ha BbICLLEM
0bpazoBaHun, 10 pesrensHocT NEPTUNO Hanpas-
NIeHa Ha JanbHeiiee npodeccroHansHoe passuTie
paboTaiolLmxX CreumanmcToB. AKTyaNbHOCTb MPOeKTa
NEPTUNO 3aknio4aeTcs B MHTEpHaLMOHANMU3aumm u
rnobann3aLmm aTOMHOI MPOMBILLAIEHHOCTU M aTOMHOVA
3HEepreTuKK, U3 Yero BbITeKAloT TpeboBaHMsS MOOUIIb-
HOCTU U MPU3HAHMS KBANUPULMPOBAHHOTO NULIEH3N-
POBAHHOrO MepcoHana SAEpPHON OTPAcIM NpoYUMU
opraHu3aumusmn. CobBCTBEHHO, IS YAOBNETBOPEHMS
3Tux TpebOoBaHMI, a Takke C LENblo PasBUTUS CUC-
TeM 00yyeHus nepcoHana nepep, HemoCpPeACTBEHHON
paboToi B snepHO oTpaciy 1 Obin 3anylleH NPoekT
NEPTUNO. CoBpemeHHble TEHAEHLUMM B OTHOLLIEHWM
COTPyZHMYECTBA Mexay oOyvalowmmu, uccnepo-
BaTeNbCKMMW OpraHu3aumamm u Beicweii LLikonon
MMEIOT CBOMX CTOPOHHWKOB. Cpean BCEro Mpouyero,
BHUMaHUE YAENsieTcs nepeobyyeHnt0 MHCTPYKTOPOB
1 Npenojasateniell U MOAYNbHBIM CXeMaM 00y4eHus
nepcoHana, KOTopoMmy He TpebyeTcs MpoxXoxaeHue
MOJIHOTO Kypca Bbicliero 06pasoBanus. CnegyeT yuu-
TbiBaTb OTAMYME TepMUHA «00yyeHue» (training), uc-
Mnosnb3yemMoro B oTHowweHun aestenbHocTh NEPTUNO,
0T TepmuHa «obpa3oBaHme» (education), oTHocsLe-
roca k 6a3oBbiM cxemam 00y4eHus B By3ax. CooT-
BeTcTBeHHO, NpoekT NEPTUNO opneHTMpoBaH kak Ha
«TPEHMHT» (TEXHMKOB, MHXEHEPOB), Tak 1 Ha 06pa3o-
BaHue (maructpos, PhD, mokTopos).

ENEN-II

OcHoBHas uenb npoekta ENEN-II (3anywieHHOro
1 okTa6ps 2006 r.) — 3aKpenuTb pe3ynbTaTbl U A0-
ctuxenus accounaumm ENEN v ee maptHepos, pea-
JU30BaHHbIE B NPOLECCE BbINOAHeHUs npoektoB ENEN
1 NEPTUNO, u euie 6onee pacLuvputb none nesTenb-
HocTu ENEN.

lMpoekt ENEN-II ctaBuT Tpi OCHOBHbIE LIENN:

— Ykpenutb nosuumio ENEN BHeppenuem mo-
AyNbHbIX 00pa30BaTeNbHbIX NPOrpamMM, NpeasioXeH-
HblX 1 pa3paboTaHHbIX 3a MOCNEAHWEe HECKOJbKO NeT
! NPOTECTUPOBAHHBIX HAa MPOBEPOYHbIX Kypcax. Tak-
X€ NNAHMPYeTCs NPUMEHUTb Ha MPaKTUKE KpUTepuu
OLIEHKM KYPCOB; BbIIBUTb X 3PEKTUBHOCTb, NPUHAB
K PacCMOTPEHMIO OT3biBbl 0OYYaEMbIX UL, U OpraHu-
3aUMii, SBNSIOLWMXCS WX KOHEUHbIMU «MoTpebutens-
MW», a Takxe APYrux 3aMHTEPECOBaHHbLIX OpraHu3a-
unit. C mpyroit CTOPOHBI, NNAHUPYETCS 00bEANHUTL U
OpraH130BaTh B XOPOLIO MPOAYMaHHYIO M [OCTYMHYIO
cUCcTeMy Pa3po3HeHHble BeB-CaiTbl, 6a3bl AaHHbIX U
MHdopMaLMIO No y4ebHbIM Kypcam; 3a OCHOBY 3TOi
MHOPMALMOHHON CUCTEMBI B3SITA aHANOTMYHas Cxe-
ma ans npoekta NEPTUNO.

— Pacwwmputs pestensHocts ENEN 33 npegens
YHUBEPCUTETCKOrO 06pa3oBaHms B 0611acTv npodeccuo-
HAILHOO 1 MPOGECCMOHANBHO-TEXHUYECKOrO 0BYYeHM,
yKpennss, Takum 06pasom, B3aMMOAENCTBME U COTPYA-
HUYECTBO MEXAY YHUBEPCUTETaMM, WUCCNELO0BATENbCKN-
MM 1 Y4EOHBIMI LIEHTPaMM 1 NPOMBILLNIEHHOCTbIO, C Lig-
Nblo IOBUTBCS NYYLLEr0 COOTBETCTBMS Y4eOHbIX KypCOB
TPeBOBAHMAM MPOMBILLIIEHHOCTM 1 JOCTWYL B3aMMHOIO
NPU3HAHUS KBIMPUKALMOHHBIX CTENeHeid COTPYAHNKOB
A0epHoiA oTpacnm no Bcen Espore.

— Pacwmputb pestensHocTs ENEN 1 BblaBUHYTb-
s 3a npefenbl AUCUMMINH, OTHOCSLLNXCS K SAEPHON
TEXHUKE (2 KOHKPETHO — K MPOEKTUPOBAHMIO, CTPOU-
TENbCTBY M 3KCMAyaTaumn SOEepHbIX SHEPreTUyecKux
YCTaHOBOK), B 6onee LWWIMPOKYID 001acTb, BKIHONAIO-
LLyH0 3aWuMTy OT aTOMHOW pamuaumn, obpallieHve C
PaMOAKTMBHBIMIA OTXOAAMM, PAUOXMMIIO, BbIBOL U3
3KCMayaTaumu U NPUMEHEHNE SHEPHbIX TEXHOOMUiA B
MPOMBILLIEHHOCTY.

HexkoTopble uTorm

Wtak, B KoHue 90-x romos BHYTPM EBponeiickoro
CoobuiecTBa bbina NpusHaHa HeOOXOAMMOCTb COXpa-
HEeHUs, Pa3BUTUS W YKPEMNIeHUs SAEPHbIX 3HAHWNA.
Opranuzaums ENEN co3paHa ¢ Lenbio pelueHus atux
330a4y «CHW3y» MO WMHULMATMBE 3aNHTEPECOBAHHbLIX
vy, ENEN — HekomMmepueckasi opraHusaums, aeic-
TBYIOLIAS HA 3aKOHHbIX OCHOBAHMSIX C LIENbIO COXpa-
HEHWUS 1 Pa3BUTKS BLICLLETO SLEPHOr0 06pa3oBaHus.
W ecnn BHayane cdepoid npunoxenus ycunuii ENEN
SBNSANOCH Bbicllee 06pa3oBaHue B 06/1acTh SAepHOM
TEXHWUKM, TO BNOCNEACTBUAM KPYr WHTEPECOB paclum-
puacs U BKIOYMN B cebsi Takxe npodeccroHanbHoe
00yyenne (training) cneuuanucToB sAEpHON OTpac-
M M NPOZOMKAET PaCLUMPSTLCS, OXBaThiBas Apyrue
«9AEPHbIe» MPEAMEThl, HanpuUMep, PaaMaLMOHHYIO
6e30MacHOCTb.

Yeunus, npeanpuHsaTele B NOCNEAHEE Bpems s
pasBuTUS SAEPHbIX 3HAHWIA, KaTtanuauposain ¢op-
MMUPOBaHME CeTeil B 00M1aCTU KaK BbICLUIETO AEPHOr0
00pa30BaHns, Tak W NPOPECCUOHANBHOrO 00YYeHUs.
OpHako [0 CUXx MOp OCTAeTCs KIOYEBLIM BOMPOC:
YHAeTcs M npuBneyb GoNblue CTYAEHTOB (MW, Bep-
Hee, DOonblie CNOCOOHbIX CTyAEeHTOB)? XOTs mpoLecc
BCE €lUe HaxoauTCs B paHHEN CTaauu PasBuTus, W
000CHOBaHHblE 3aKMIOYEHUs Aenatb elle paHo, AaH-
Hble MpefBapUTENbHbIX HAOMOAEHUA yKa3biBAIOT Ha
NOJNOXMTENbHBIN 3PdEKT B OTHOLLIEHUN KaK Ka4yecTBa,
TaK W KOAMYECTBA CTYLEHTOB.
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Differential cross section and analyzing power measurements for nd elastic scattering
at 248 MeV
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The differential cross sections and vector analyzing powers for nd elastic scattering at £, = 248 MeV were
measured for 10°—180° in the center-of-mass (c.m.) system. To cover the wide angular range, the experiments
were performed separately by using two different setups for forward and backward angles. The data are compared
with theoretical results based on Faddeev calculations with realistic nucleon-nucleon (NN) forces such as
AV18, CD Bonn, and Nijmegen I and II, and their combinations with the three-nucleon forces (3NFs), such
as Tucson-Melbourne 99 (TM99), Urbana IX, and the coupled-channel potential with A-isobar excitation. Large
discrepancies are found between the experimental cross sections and theory with only 2N forces for 6., > 90°.
The inclusion of 3NFs brings the theoretical cross sections closer to the data but only partially explains this
discrepancy. For the analyzing power, no significant improvement is found when 3NFs are included. Relativistic
corrections are shown to be small for both the cross sections and the analyzing powers at this energy. For the cross
sections, these effects are mostly seen in the very backward angles. Compared with the pd cross section data,
quite significant differences are observed at all scattering angles that cannot be explained only by the Coulomb
interaction, which is usually significant at small angles.

DOI: 10.1103/PhysRevC.76.014004

I. INTRODUCTION

Studies of few-nucleon systems allow us to test current
models of nuclear forces through comparisons of precise data
and rigorous theoretical predictions. Modern NN potentials,
such as AV18 [1], CD Bonn [2], and Nijmegen I, II, and
93 [3], very accurately reproduce a rich set of experimental
NN data up to a laboratory energy of 350 MeV. These realistic
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NN interactions are, at least partially, based on the traditional
meson-exchange picture.

When applied to many-body (>2N) systems, the NN poten-
tials fail to predict experimental binding energies. Theoretical
predictions underestimate binding energies by 0.5—-1 MeV for
3H and *He and by 24 MeV for ‘He [4,5]. For heavier
nuclei, disagreements become larger as demonstrated by
calculations using stochastic techniques [6,7]. These results
indicate the necessity of the introduction of many-body
interactions. The three-nucleon force (3NF) is considered to
be the most important among them. Present-day 3NF models,
such as the Tucson-Melbourne (TM) [8] and the Urbana IX
3NF [9], are mostly based on 27w exchange between three
nucleons with the intermediate A-isobar excitation [10]. These
forces can provide additional binding when included in the
nuclear Hamiltonian. Taking appropriate parameters, one can
reproduce the correct binding energies of 3N and 4N systems
[4,5]. Addition of the 3NF drastically improves the description

©2007 The American Physical Society
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of low energy bound states of up to A = 10 nuclei [7].
On the other hand, nuclear forces recently derived from
chiral perturbation theory (xPT) have become available for
laboratory energies below 100 MeV and lead to a comparable
reproduction of the 2N data set [11-13]. The xPT approach
is expected to give more systematic understanding of nuclear
forces than the traditional approach.

Elucidation of the properties of 3NFs is one of the principal
topics in nuclear physics. Nucleon-deuteron (Nd) scattering
is expected to be a good probe for a detailed investigation of
3NFs. Cross sections [ 14—20] and spin observables, such as an-
alyzing powers [21-24], spin correlation coefficients [25], and
polarization transfer coefficients [26,27] have been measured
for elastic Nd scattering. Large discrepancies between these
data and theoretical predictions based on exact solutions of the
Faddeev equations with only modern NN forces are reported.
These discrepancies are particularly significant in the angular
region of the cross section minima and at energies of incoming
nucleons above about 60 MeV [28]. However, concerning the
differential cross sections and vector analyzing powers, the
inclusion of the 2r-exchange 3NF models such as TM-3NF
or Urbana IX-3NF into the calculations removes many of the
discrepancies. This result clearly shows 3NF effects in the 3N
continuum and forms a basis to test new theoretical 3NF force
models. In contrast, theoretical calculations with 3NFs still
have difficulties in reproducing data of some spin observables.

In Ref. [27], the precise data for the cross section and spin
transfer coefficients of the 2H(p, p)*H reaction at 250 MeV
are reported. The large discrepancies between cross section
data and theoretical calculations based on NN forces are
only partially removed by including 3NFs. This contrasts
with the case of 135 MeV pd elastic scattering reported in
Ref. [18] where inclusion of 3NFs leads to good agreement
between data and calculations. This implies that at higher
energies, not only spin observables but also cross sections
indicate the deficiencies of the present 3NF models. The
energy dependence of the discrepancies found in Ref. [27]
is similar to that observed in the total nd cross section
[29,30] where inclusion of 3NFs only partially improves the
agreement with the data at higher energies. In Ref. [30], it
is indicated that at higher energies, corrections to the nd
total cross section resulting from relativistic kinematics are
comparable in magnitude to the effects of 3NF. An estimation
of the magnitude of relativistic effects is required before
coming to any conclusion regarding the origin of the remaining
discrepancy for the cross section at 250 MeV.

In pd reactions, in addition to nuclear forces, the Coulomb
interaction between two protons is present. Despite recent
efforts to introduce the Coulomb interaction in the calculations
of elastic pd scattering [31-34], no results were available for
energies as high as 250 MeV until quite recently [35,36].
A direct comparison of nd and pd data is the simplest
form for studying the importance of Coulomb effects in the
three-nucleon system. To study the 3NF forces in the absence
of the Coulomb interaction, we measured the *H(zn, n)*H
elastic reaction using a 248 MeV polarized neutron beam at
the Research Center for Nuclear Physics (RCNP) of Osaka
University. The cross sections and analyzing powers were
measured over a wide angular range 6., = 10°-180°. To
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cover such a wide angular range, we applied two methods:
detection of recoiled deuterons via a magnetic spectrometer
for the backward angles, and detection of scattered neutrons
via a time of flight (TOF) method for the forward angles.

The experimental details are presented in Secs. II and III.
In Sec. IV we briefly describe the basics of 3N scattering
theory and how relativistic corrections are incorporated into
the Faddeev calculations. The data are compared with the
theoretical predictions in Sec. V, and conclusions are given
in Sec. VL.

II. EXPERIMENTAL PROCEDURE FOR BACKWARD
SCATTERING

The measurements in the backward angular region (6. . >
60°) were carried out at the (n, p) facility [37] constructed
in the west RCNP experimental hall. The neutron beam was
produced by the Li(p, 7)’Be reaction, and it subsequently
bombarded the deuteron targets. The recoiled charged particles
were momentum analyzed by the large acceptance spectrome-
ter (LAS). The elastic 'H(i1, p)n reaction was measured to
calibrate the intensity of the neutron beam as well as the
acceptance of the LAS.

A. Polarized neutron beam

The polarized proton beam was provided by the high-
intensity polarized ion source (HIPIS) [38]. The beam was
extracted from HIPIS and injected into the Azimuthally
Varying Field (AVF) cyclotron. The radio frequency (RF) of
the AVF cyclotron was 14.496 MHz with a beam-pulse period
of 69.0 ns. The preaccelerated proton beam was accelerated in
the Ring cyclotron up to 250 MeV. The beam was single-turn
extracted and transported to the (n, p) facility through the WS
course [39].

The beam polarization was monitored continuously by two
beamline polarimeters BLP1 and BLP2 placed in the beamline.
The beam polarization was measured using the 'H(p, p)'H
reaction [40]. Both polarimeters used polyethylene films as
hydrogen targets. The scattered and recoiled protons were
detected in coincidence by a pair of plastic scintillators placed
at O, = 17.0° and 70.9°. Four sets of detectors were placed
in left, right, up, and down directions.

The asymmetry measured by the polarimeters contains
contributions of the quasi-elastic (p, p) reaction from the
carbon nucleus. The analyzing power for this reaction is
different from the analyzing power of the free pp scattering.
The effective analyzing power of the polarimeter, including
hydrogen and carbon contributions at a proton energy of
250 MeV at 6, = 17.0°, was measured to be A, =
0.362 +0.003 [27]. A typical value of the proton polarization
was 0.6 during this experiment.

Figure 1 shows the schematic view of the (n, p) facility. The
primary proton beam was achromatically transported to a "Li
target mounted in a neutron production chamber. This chamber
was placed in between the pole gap of the C-shape clearing
magnet [41] which was inclined by 24.05° with respect to the
vertical axis, allowing the proton beam to be deflected to the
beam dump in the floor.
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FIG. 1. Schematic view of (n, p) facility at RCNP. This facility
mainly consists of a vacuum chamber for the neutron beam pro-
duction, a clearing magnet for sweeping the primary beam, and
a segmented target system with two MWDC boxes. The recoiled
charged particles are momentum analyzed by the LAS and detected
at the focal plane.

The “quasi-mono-energetic” polarized neutron beam was
produced by the "Li(p, n)"Be reaction in the vacuum chamber.
We selected the produced neutrons corresponding to the
transitions to both the ground state and the first excited state
at 0.43 MeV in 'Be. The energy and spread of the neutron
beam were 248 MeV and 2 MeV full width at half maximum
(FWHM), respectively.

The produced neutron beam traverses the clearing magnet
and passes through the vacuum window of a 10 um-thick
aramid film at the end of the vacuum chamber. The neutrons
further pass through a veto counter made of 1-mm-thick plastic
scintillator with a size of 40" x 34” cm? which was positioned
just downstream of the vacuum chamber. Signals from this
counter are used to reject the events regarded as due to charged
particles. The typical count rate of this veto counter is 400 kHz
when a 250 nA proton beam bombards a Li target with a
560 mg/cm? thickness.

The differential cross section and polarization transfer
coefficient for the "Li(p, n) reaction at 0° are E b = =374+
1.1 mb/sr [42] and Dyy = —0.28 £ 0.05 [43], respectively.
Thus the typical intensity and polarization of the resulting
neutron beam over the deuteron target area of 30" x 207 mm?®
were estimated to be 2 x 10%/s and P, = 0.2, respectively.
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B. Targets

The (n, p) facility is equipped with a segmented target
system. The advantage of such a target system is the use of
several targets, thus increasing the total target thickness while
maintaining good angular resolution, yet without sacrificing
energy resolution. General features of the target system are
similar to those developed at TRIUMF [44]. In the present
setup, we used two multiwire drift chamber (MWDC) boxes,
called the target box and the front-end chamber (FEC) box,
between the clearing magnet and the LAS. The target box has
ten wire planes (X-X>-X3-X4-XX'UU'VV') and the FEC box
has six wire planes (YY'VV'UU’).

The target box has four target ladders. Each target ladder is
positioned behind four X;-wire planes. Because the MWDC
planes are only sensitive to charged particles, the specific target
from which the recoiling particle is emitted can be identified,
thus making it possible to correct for the energy loss of recoiled
particles in the downstream targets. For deuteron targets, we
used four films of self-supporting deuterated polyethylene
(C?H,, denoted in the following as CD,) [45] with thicknesses
of 100-220 mg/cm?. In addition to deuteron targets, we used
polyethylene (CH,) films with thicknesses of 90—190 mg/cm?
as proton targets for the np measurements. Graphite targets
were also employed for the purpose of carbon background
subtraction.

The trajectory of the outgoing particles were measured with
six wire planes (XX'UU'VV’) in the target box and by the
FEC. Both MWDC boxes are rotated around the LAS pivot
according to the setting angle of LAS. Thus, the various target
areas presented to the neutron beam depended upon the LAS
setting.

A gas mixture of argon (50%) and ethane (50%) was used
for the counter gas. For the np measurements, hydrogen in
the chamber gas could be a source of background. However,
the hydrogen content of the gas was less than 1% of that in the
polyethylene targets, so the uncertainty in the data caused
by hydrogen contamination is smaller than the systematic
uncertainty of the target thickness.

C. Measurements

The recoil deuterons or protons were momentum analyzed
by LAS [46], which has a large momentum bite of pp.x =
1.3 pmin With an angular acceptance of 20 msr. Such a large
acceptance allows us to cover the angular range of Af,, =
£3.5° in one setting. It also covers an effective target size of
30" x 207 mm?. The intrinsic energy resolution of LAS is
better than AE = 100 keV for 250 MeV protons.

The focal plane detectors consisted of a pair of vertical
drift chambers (VDC) [47] and two planes of AE plastic
scintillation counters. Each VDC consisted of wire planes with
the XU configuration.

D. Data reduction

Data reduction included particle identification, ray trac-
ing, and background subtraction. First of all, the outgoing
deuterons (protons) were identified by using the particle TOF
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through the spectrometer and the charge information in the
plastic scintillation counters at the focal plane. The protons
and deuterons were clearly distinguished from each other. The
energy of the recoiled particle was obtained by using the ion
optical matrix of the LAS. The information from MWDCs
of the target system was used to correct for the energy loss
in targets and deduce the reaction angle. Figure 2 shows the
spectra obtained with CD, (left side) and CH, (right side)
targets. In the figure, the spectra obtained with graphite targets
are also shown by shaded area. Normalization factors were
determined from target thicknesses and beam charges without
additional parameters. By subtracting the normalized spectrum
of the graphite target from that of the CD, or CH, target,
we obtained the yields of the nd and np elastic scatterings,
respectively.

III. EXPERIMENTAL PROCEDURE FOR
FORWARD SCATTERING

The measurements for the forward angle region (6., <
60°) were carried out at the RCNP neutron time-of-flight
(NTOF) facility [48]. The neutron beam, produced by the
TLi( D, n)’Be reaction, bombarded a deuteron target. Energies
of the scattered neutrons were determined via TOF, with
neutron detectors located at a 70 m flight path. A deuterated
liquid scintillator target (LST) was used as the deuteron target
and coincidence measurements of neutrons and deuterons were
performed.

A. Polarized neutron beam

The polarized proton beam was accelerated to 250 MeV by
the Ring cyclotron and transported to the NO experimental hall.
The beam pulsing device, which is installed in the injection
line between the AVF and the Ring cyclotrons, was used to
reduce the wraparound of slow neutrons from preceding beam
pulses. In the present study, one of every three beam pulses
was used, resulting in a beam pulse interval of 207 ns.

The beam polarization was monitored by a beamline
polarimeter (BLP) placed in the beamline between the Ring
cyclotron and the NO experimental hall. The polarimetry of the
BLP is the same as that described in Sec. ITA.

Figure 3 shows a schematic view of the NTOF facility. The
primary proton beam was transported to the 7Li target within
a vacuum chamber and then swept into the beam dump in the

L L L L O 6000 T T T T T T "~ " T

600~ SLAB =0- 2deg ] 5000 — eLAB =0- 2deg |
[ N L i FIG. 2. Solid lines in left and right panels
c L 1 % 4000\ — show the spectra of CD,(n, d) and CHy(n, p),

= = . .
I 400 1 I - _ CHz (n,p) 1 respectively. Shaded spectra were obtained from
g I 1 @ 3000 - measurements with graphite targets. By subtract-
3 i g r T ing the spectra of graphite targets from those of
© 200 | S =000 CD; and CH,, we obtained the spectra of nd and
N 10001 N np elastic scattering.
0 0 [ : ]

0 60
Excitation energy (MeV)

wall by the swinger magnet. The energy of the neutrons thus
produced was 248 MeV with a spread of 2 MeV FWHM. The
vacuum chamber has an exit window of polyethylene with a
thickness of 1 mm. The produced neutrons passed through
the window and bombarded the deuteron target. The active
deuteron target was located 2 m downstream from the Li target
at an angle of 0° with respect to the incident proton beam. The
scattering angle of the >H(n, n) reaction was varied between
Oy = 0°-38° (6.m. = 0°—60°) by moving the positions of
the 7Li target along the proton beam trajectory and adjusting
the positions of the deuteron target accordingly. The neutron
detector position was fixed in the TOF tunnel at a distance of
70 m from the "Li target for all scattering angles.

B. Targets

A deuterated liquid scintillator BC537 was used as an active
deuteron target. Coincidence measurements of neutrons and
protons were performed to reduce background events. The
liquid target was contained in a 1 mm thick aluminum cylinder
with a diameter of 9 cm and length of 6 cm. This container had
a window of hard glass (Pyrex) to which a photomultiplier tube
(PMT) was attached through a light guide. A booster circuit
was installed in the base of the PMT to compensate for the
reduction in gain during high counting rates. The inside of the
container was coated with MgO, reflecting paint. A reservoir
tube was connected to the container to absorb the expanded
volume of the liquid scintillator.

A veto counter of a 70" x 90 x 0.1 cm? plastic scintillator
was positioned 10 c.m. upstream of the active target. Signals
from this counter were used to reject events due to charged
particles.

To remove background events originating from y rays,
we introduced neutron-gamma (ny) discrimination, which
is based upon the difference between the pulse shapes for
the different type of radiations. To distinguish the different
pulse shapes, the integrated charge from two analog-to-digital
converter (ADC) gates with different integration times were
obtained for each event. One gate covered the peak region of
the light pulse and had a width of 100 ns (peak ADC), and the
other corresponded to the tail component and had a width of
350 ns (tail ADC).

The np elastic scattering using an NE213 liquid scintillator
as the proton target was measured for the purpose of normal-
ization.
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FIG. 3. Schematic layout of neutron time-
of-flight (NTOF) facility at RCNP. This facility
mainly consists of a swinger magnet, thick
collimator wall, 100 m TOF tunnel, and neutron
detector NPOL II. Scattered neutrons and the
;, recoiled deuterons are detected by the NPOL II

and the active deuteron target, respectively.
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C. Measurements

The scattered neutrons traversed the 70 m flight path
in the TOF tunnel and were subsequently detected by the
neutron detector NPOL II [49]. It consists of six planes of
two-dimensionally position-sensitive neutron detectors. The
upstream four planes are BC519 liquid scintillator counters
with dimensions of 17 x 1% x 0.1' m?, and the other two
planes are BC408 plastic scintillator counters with the same
dimensions. A PMT was attached to each corner (left-up, left-
down, right-up, right-down). Three sets (left, middle, right) of
thin plastic scintillators with a size of 1027 x 35" x 0.5" cm?,
placed in front of each neutron detector, distinguished neutrons
from charged particles. Pairs of PMTs and light guides were
attached to the tops and bottoms of these plastic counters.
The neutron detection efficiency was determined from the
measurement for the "Li(p, n)’Be(g.s.4-0.43 MeV) reaction,
which is known to have an almost constant center-of-mass
cross section of 0., (0°) = 27.0 £ 0.8 mb/sr over a wide
energy range [42]. The total efficiency for the six planes of
neutron detectors was measured to be 25.0 = 0.8% when the
threshold level of the light output was set to 5 MeV,,. The
energy of the detected neutron was determined by its TOF,
defined as the calibrated time difference between the neutron
trigger and RF signal.

D. Data reduction

Data reduction included determination of the neutron TOF,
particle identification in the active targets, and background
subtractions.

Scattered neutrons were identified at the NPOL II, the
energies of which were determined from their calibrated TOF.
In addition, events originating from the neutron beam were
selected by applying the ny discrimination method to the
active targets. To discriminate neutron events from y events,
we calculated the ratio of peak-ADC to tail-ADC as

ADCraio = (ADCyyit — ) /ADCpeak, ey

where the constant & was determined empirically. The correla-
tion between peak-ADC and the ADC ratio as well as the gate
applied for selection of valid neutron events is illustrated in
the left panel of Fig. 4. Most y rays and background neutrons
were rejected. In that case, the events of neutron elastic or
inelastic scattering at low excitation energy from the carbons
in the active target did not contribute to the true coincidence
events, because the energies of recoiled carbons were smaller
enough than that of recoiled deuterons. Remaining background
events and the contribution from carbons were removed
by subtracting the accidental coincident events. The timing
information of the liquid scintillator target was used in this
process. The middle and right panels of Fig. 4 show the
energy spectra of nd and np elastic scattering, respectively,
including the accidental backgrounds (white histogram) and
that of the accidental backgrounds only (gray histogram). By
subtracting the spectrum of accidental events, yields of the
elastic scattering peak were obtained.

IV. THEORETICAL FORMALISM

The energy of this work is just above the pion production
threshold at 215 MeV. Realistic NN potentials have been
obtained by analyzing the NN database up to 350 MeV,
corresponding to the same center-of-mass energy as 259 MeV
in the nd system. All formalisms dealt with in this section do
not include pion production, the use of which with the NN
potentials is still acceptable at 250 MeV.

A. Formulation with 3NF's

The breakup operator 7 of the 3N system, in which
nucleons interact through the NN potential V and the 3N
force V4, obeys the equation [50,51]

T = tP+(1+1G)V"( + P)+1PG,T
+ (1 +1Go)V"(1 + P)GoT . 2)
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FIG. 4. Left panel shows the discrimination of neutron beam events from y beam events; cluster of nd elastic events can be seen. Middle
and right panels show the spectra at 0j,, = 13° obtained with the BC537 and NE213 scintillators. White and gray histograms represent the
energy excitation spectra corresponding to true coincidences and accidental coincidences, respectively.

Here ¢ is the two-body t-matrix resulting from V through
the Lippmann-Schwinger equation. The potential V4(1) is
symmetric under exchange of nucleons 2 and 3. Together with
V4(2) and V4(3) they sum up to V4. The quantity Gy is the free 3N
propagator and the permutation operator P = Py, P34+ Py3 Pa3,
where P;; interchanges nucleons i and j. By use of 7', the
elastic scattering cross section is obtained from the elastic
scattering transition matrix element (¢'|U|¢)

@'|UIp) = (¢'|PGy' + V" + P)+ PT
+ V1 + P)GoT|9). (3)

The initial state |¢) = |qo)|¢s) is composed of a deuteron
wave function |¢;) and a momentum eigenstate of the nucleon-
deuteron motion with relative momentum ¢y. In the outgoing
state |¢’), the direction of this momentum is changed.

Currently Eq. (2) is solved numerically using a momentum
space partial-wave basis. In order to achieve convergence at
250 MeV, all partial-wave states with total angular momenta
in the 2N subsystem up to j = 5 were used, and all total
angular momenta in the 3N system up to J = 25/2 were
taken into account. For a shorter range 3NF, inclusion of up
to J = 13/2 was sufficient. The details of the formalism and
the numerical performance are given in Refs. [50-53]. We use
the modern 2N potentials AV18, CD Bonn, and Nijmegen I
and II, and combine them with the TM99 3NF [54] taking the
cutoff values A = 4.764, 4.469, 4.690, and 4.704 in units of
my, respectively. These A values were determined for each
NN potential so as to reproduce the *H binding energy under
combination with the TM99 3NF. The TM99 is a recent version
of the TM force which is more consistent with chiral symmetry
[55,56]. We also combine the AV 18 potential with the Urbana
IX 3NF.

B. Formulation with explicit A-isobar excitation

An alternative theoretical description is given in the
framework employed in Ref. [57]. The dynamics is based
on the charge-dependent CD Bonn potential [58] and its

coupled-channel extension allowing for the single excitation
of a nucleon to a A isobar [59]. That extension, called CD
Bonn + A, provides a high-quality fit to the two-nucleon data
as is the case for the CD Bonn potential. The A isobar
mediates an effective 3NF in the three-nucleon system besides
other A-isobar effects. Prominent contributions are of the
Fujita-Miyazawa type [10] and of the Illinois ring type [7]. The
contributions are based on all meson exchanges, i.e., 7, p, o,
and w exchanges, contained in the coupled-channel potential.
Thus, the arising effective 3NF is much richer with respectto A
excitation and also has shorter range components than standard
irreducible 2 -exchange 3NFs. However, an irreducible 3NF
covering other physics mechanisms is not used.

The elastic scattering transition matrix U is obtained from
the symmetrized Alt-Grassberger-Sandhas equation [60]

U =PG,"' + PtGyU, )

which, when irreducible 3NFs are neglected, is equivalent to
Egs. (2) and (3). Equation (4) is solved in momentum space
using a partial-wave expansion. The two-baryon interaction
up to total angular momentum of j = 8 is taken into account,
and three-particle partial waves up to total angular momentum
J = 35/2 are included. In the case of pd scattering, the above
technique is extended as described in Refs. [35,61] to include
the Coulomb interaction between the charged baryons.

C. Relativistic formalism

In view of the relatively large incident energy of the present
nd system, we have also studied the effects of relativity on the
elastic scattering cross section and vector analyzing power.
This is done assuming that only 2N forces are acting. We
follow the formalism of Ref. [62] to treat the relativistic three-
body Faddeev equations with a boosted two-nucleon potential
V expressed in terms of the relativistic potential v given in the
2N c.m. system as

V(p) = \/ [w(k) + v]* + p* — \/w(iéf +p%. )
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The momentum p is the total momentum of the two-nucleon
system, k and —k are the individual momenta of the nucleons in

their 2N c.m. system, and a)(k) = 24/ k + m? is the 2N free
mass operator. We do not treat the boosted potential matrix
element in all its complexity [63] but restrict it only to the
leading order in p/w expansion

2
VE K p) = vk, k)| 1 - P . (©)
-2 -7
8\/k +m2\/k’ + m?

A relativistic potential v is generated from the nonrelativistic
CD Bonn NN force by performing the scale transformation of
Ref. [64]. This scale transformation provides phase equiva-
lent, nonrelativistic and relativistic potentials which generate
¢ matrices obeying Lippmann-Schwinger type equations with
nonrelativistic and relativistic propagators, respectively.

To describe the configuration of three nucleons we use, in-
stead of standard Jacobi momenta [50], the relative momentum
k of nucleons 23 in their 2N c.m. subsystem and momentum
q of the spectator nucleon 1 in the 3N c.m. system. In this
system, the sum of the momenta of the individual nucleons is
zero, and thus p = —¢ is the total momentum of the two-body
subsystem responsible for the boost Pf this subsystem. In the
nonrelativistic limit,the momentum k reduces to the standard
Jacobi momentum.

In the relativistic calculations including the approximate
potential of Eq. (6), it is important to check the applicability
of such approximations. We checked this by calculating the
deuteron wave function ¢, (k) when the deuteron is moving
with momentum p. In Ref. [65], we calculated the binding
energy E, and D-state probability of the deuteron in motion
as a function of laboratory energy of the incoming neutron.
The results are obtained using the approximation of Eq. (6)
and two additional approximations [65]. In one of them, the
boost effects are neglected completely such that

V(k, k' p) = vk, k), )

and in the other, only the leading term of p/m is kept in the
expansion of V (k, k’; p) as

2

VK, K p) = v(k, k) [1 _ 8”2} . 8)
When boost effects are properly taken into account, the
results must provide the deuteron binding energy and D-state
probability approximately equal to the values for the deuteron
at rest. The approximation in Eq. (6) approaches very closely
the exact result even at large boosts. The complete neglect of
boost [Eq. (7)] or restriction to only the p/m leading term
[Eq. (8)] yield poor approximations.

Presently we solve Lippmann-Schwinger type equations
numerically with partial-wave decomposition. When effects
of the boost on spins are included, a construction of the
partial-wave states is performed with the total spin s of the
2N subsystem defined in its c.m. system. This leads to Wigner
spin rotations [65,66]. The solution of 3N relativistic Faddeev
equations with Wigner spin rotations taken into account is
very time consuming. We found in j < 2 calculations that the

PHYSICAL REVIEW C 76, 014004 (2007)

changes of the cross section due to Wigner spin rotations are
smaller than 1%. For the analyzing power, these changes are
slightly larger, but they do not exceed 3%, with the exception
of zero crossing angle regions. Thus when performing the
fully converged calculation (j <6, J < 25/2), we neglected
Wigner spin rotations completely.

V. RESULTS AND DISCUSSION

In this section, the experimental results for the differential
cross sections and vector analyzing powers are compared with
their respective theoretical predictions. They were extracted
from the yields of the nd and np elastic scattering obtained
and discussed in Secs. II and II1.

A. Differential cross section

The absolute values of the nd elastic scattering cross
sections were deduced by normalizing the data to the np
scattering cross sections as given by the NN phase shift analysis
program SAID [67].

For the backward angle region, the differential cross
sections measured at the (n, p) facility were deduced as

do do Ynd Jnd
dQnd:em. dan:c.m. an an
f -1
ff
Ntilrget -nd EMWDC:nd €VDC:nd Ind (9)
eff >
Ntargel np EMWDC:np €VDCinp Inp

where do/d2,, are np differential cross sections obtained
from the SP0O3 phase-shift solution of Arndt [67], Y is the
number of events, J is the Jacobian, Nt‘ﬁ;et is the effective
target thickness, / is the total number of incident neutrons,
and € is the efficiency of the detectors. The np differential
cross section do'/d<2,, changes slightly depending on which
of the NN models is used in the phase shift analysis. This
results in a systematic error of up to £3%.

We assumed that the detector solid angle in the laboratory
system AQ(6),,, is the same for the nd and np experiments and
does not appear in Eq. (9) due to cancellation. This assumption
causes a systematic uncertainty of up to +5%. The yields
Y,a, Yy, and the target thicknesses have systematic errors
of £8%, +£6%, and £2%, respectively. The total systematic
uncertainty of the cross sections is estimated to be about
+11%.

Cross sections are plotted in Fig. 5 as solid circles, and their
numerical values together with statistical errors are given in
Table I. These statistical errors range from 3% to 8%. Some
data points obtained at identical angles in the different runs
are consistent within statistical errors.

For the forward angle region, the nd differential cross
sections measured at the NTOF facility were deduced as

—1
do . do Yoa Jna Ntargel nd Ina (10)
dQ2nd:cm. - a2 np:c.m. an an Nt%fget np Inp '
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TABLE I. Cross section for nd elastic scattering at
248 MeV obtained at the (n, p) facility in 2003 (upper
rows) and 2000 (lower rows). Only statistical errors are

given.

Oc.m.(deg) (do [d2)(mb/sr) A(do [d2)(mb/sr)
63.5 0.310 0.014
66.5 0.287 0.013
67.0 0.251 0.016
70.5 0.209 0.008
74.5 0.157 0.008
75.5 0.135 0.008
79.5 0.115 0.006
83.5 0.115 0.008
84.5 0.112 0.008
88.5 0.091 0.006
92.5 0.076 0.006

169.5 0.249 0.007

174.0 0.272 0.010
84.5 0.097 0.005
88.5 0.094 0.004
92.5 0.079 0.005
94.5 0.076 0.006
98.5 0.072 0.004

104.5 0.073 0.005

118.5 0.072 0.003

122.5 0.080 0.004

135.0 0.102 0.005

139.0 0.119 0.005

145.0 0.133 0.005

149.0 0.154 0.005

155.5 0.184 0.007

159.5 0.199 0.007

163.5 0.223 0.011

169.5 0.256 0.009

174.0 0.276 0.014

178.0 0.289 0.013

They are plotted in Fig. 5 as solid squares, and their numerical
values are given in Table II. The statistical errors range from
5% to 9% except for the data of 0., = 60° which have

an error of 225%. The systematic errors of ¥,4, ¥,,,,, %HP,C .

and Ntf;:fgel are £8%, £6%, £6%, and £8%, respectively. From
these values, the total systematic uncertainty of the present data

is estimated to be +=15%.

TABLEII. Cross section for nd elastic scattering at
248 MeV obtained at the NTOF facility. Only statistical
errors are given.

Oc.m.(deg) (do /dS2)(mb/sr) A(do [d2)(mb/sr)
11.1 11.15 0.78
20.6 6.18 0.33
29.9 2.68 0.16
39.2 1.64 0.14
58.6 0.81 0.20
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FIG. 5. (Color online) Differential cross section for Nd elastic
scattering at 250 MeV. Solid circles and solid squares represent
nd elastic scattering cross sections at 248 MeV obtained with the
(n, p) and the NTOF facility, respectively. Error bars represent only
statistical errors. Open circles are data for pd elastic scattering
[27]. Light shaded (blue) band contains predictions of realistic NN
potentials: AV18, CD Bonn, Nijmegen I and II. Dark shaded (red)
band shows results of combining these potentials with the TM99
3NF. Solid line is a prediction obtained with the AV18 + Urbana IX
combination. Dot-dashed and dashed lines are predictions based on
CD Bonn+ A and CD Bonn potentials as described in Sec. IV B,
respectively.

The nd cross sections are compared in Fig. 5 with different
theoretical predictions and with the elastic pd scattering cross
sections of Ref. [27]. The predictions with various NN forces
are very close to each other, as shown with a narrow light
shaded band. This reflects a weak dependence of the cross
section on the set of NN potentials used in these calculations.
The predictions with NN forces clearly underestimate the
data for c.m. angles 6., > 90°. Especially large differences
up to about 70% exist in the region of the cross section
minimum around 6., = 130°. The dark shaded band shows
the predictions for various combinations of NN force with the
TM99 3NF, and the solid line shows the AV 18 prediction when
combined with the Urbana IX 3NF. The inclusion of the TM99
or Urbana IX 3NFs leads to a better description of the data.
However, even when they are included, the theory significantly
underestimates the data for 6. ,, > 120°. This is in contrast to
the 135 MeV/A results [18], where predictions of the realistic
NN interactions combined with the TM99 or Urbana IX 3NF
described the data well over the whole angular region with the
exception of forward angles 6, 1, < 40°.

It is possible that one of the origins of the remaining
discrepancy between data and theory can be the lack of
contributions of other than the 27 exchange components of
3NFs to the potential energy of three nucleons. The 3NFs
caused by heavy meson exchanges are considered to have
a shorter range than the 2m-exchange 3NFs. In general,
contributions of short-range interactions become larger at

014004-8



DIFFERENTIAL CROSS SECTION AND ANALYZING ...

higher energy. As a consequence, inclusion of 7-p or p-p
exchange type 3NFs is a plausible possibility for removal of
the discrepancy between the data and the theory containing
only 2m-exchange 3NFs. An effective 3NF due to 7-p and
p-p exchange with intermediate A-isobar excitation is taken
into account in the calculations based on the CD Bonn + A
potential as discussed in Sec. IV B. The results are shown in
Fig. 5 as dot-dashed (NN + 3NF) and as dashed (NN only)
lines. It is seen that the prediction with A-isobar excitation
is similar to the results obtained with the TM99 or Urbana
IX 3NF. Thus, the coupled-channel approach is also unable
to improve the agreement between the theoretical predictions
and the data. The effect of an explicit inclusion of the w-p
exchange TM 3NF [68] has yet to be checked.

Recently, calculations inclusive of relativistic effects have
been done to see if they could account for the discrepancies at
higher energies. We will discuss them in Sec. V C.

In Fig. 5, the open circles show the results of the pd elastic
scattering at 250 MeV measured at RCNP [27]. We can see
some differences between the nd and pd data which will be
discussed in Sec. V D.

B. Vector analyzing power

The experimental results for analyzing powers are shown in
Fig. 6 by solid squares and solid circles. The numerical values
are given in Tables III and IV. The systematic uncertainty
of the analyzing powers is estimated to be about £18%,
mainly due to the systematic uncertainty of the polarization
transfer coefficient Dyy in the neutron production reaction.
Because statistical errors in the analyzing powers are large in
magnitude, it is difficult to draw any definite conclusions about
the effects of 3NFs by comparing present data to the theoretical
predictions. In the figure, pd elastic scattering data [27] are
represented by open circles. The data for nd and pd scattering

1.0 ——————

0.5

-0.5

O.....GO....IIZO....IIBO
0cm. [deg]

FIG. 6. (Color online ) Nucleon vector analyzing powers in
Nd elastic scattering at 250 MeV. For the description of data and
theoretical curves, see Fig. 5. Error bars represent statistical errors
only.
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TABLE III. Nucleon vector analyzing
power of nd elastic scattering at 248 MeV
obtained at the (n, p) facility in 2003 (upper
rows) and 2000 (lower rows). Only statisti-
cal errors are given.

Oc.m.(deg) Ay AAy
63.5 —0.28 0.15
79.5 —0.44 0.14
88.5 —0.55 0.18

169.5 0.032 0.060
86.5 —0.44 0.12
98.5 —0.18 0.18

118.5 —0.090 0.12

139.0 0.12 0.11

149.0 0.15 0.11

159.5 0.17 0.11

169.5 0.11 0.12

176.0 —0.040 0.10

are consistent with each other within statistical errors. We
can see that the calculations fail to reproduce the data in
the angular region 6., = 110°-140°. The experimental data
change sign at about 120°, while in the calculation this happens
at around 140°. Our results show that the inclusion of 3NFs in
the calculations does not improve the description of the data, as
was the case for the proton analyzing powers measured at 200
MeV at Indiana University Cyclotron Facility (IUCF) [24].

C. Relativistic effects

Since inclusion of current 3NFs fails to explain the discrep-
ancy between pure 2N force predictions and cross section data,
it might be instructive to estimate the magnitude of relativistic
effects at this energy. In Figs. 7 and 8, we show the theoretical
predictions including the relativistic corrections as described in
Sec. IV C. The dashed, dotted, and dash-dotted lines represent
the results corresponding to the approximation given by
Egs. (6), (8), and (7), respectively. In the differential cross
section, only the result with poor approximation (dash-dotted
line) shows a significant deviation from the nonrelativistic
result. The relatively large (10-27%) effect introduced by
inclusion of relativistic potentials is restricted to the backward
angle region (0.,. = 160°). In the region of the cross section
minimum around 6., = 130°, relativistic effects increase

TABLE IV. Vector analyzing power
of nd elastic scattering at 248 MeV
obtained at the NTOF facility. Only sta-
tistical errors are given.

Oc.m.(deg) Ay AA,
20.6 0.68 —0.11
29.9 0.73 —-0.17
39.2 0.60 —0.16
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FIG. 7. Differential cross sections for Nd elastic scattering at
250 MeV. Solid line is the result of nonrelativistic Faddeev calculation
with CD Bonn potential. Relativistic predictions which include the
approximations of Eqs. (6), (8), and (7) are shown by the dashed,
dotted, and dash-dotted lines, respectively. For explanation of data
points, see Fig.5.

the cross section by no more than 7%. The relativistic effects
would be unable to improve drastically the agreement between
the data and the calculations including 3NFs.

In Ref. [30], the corrections to the nd total cross section
resulting from relativistic kinematics were found to increase
with energy and were comparable in size to 3NF effects. In
a similar way, at 250 MeV the relativistic phase-space factor
for the elastic scattering is estimated to be 18% larger than
the nonrelativistic one. The magnitude of relativistic effects in
the cross section are relatively small, because the relativistic

10—

0.5

-0.5

0 60 120 180
0om [deg]

FIG. 8. Nucleon vector analyzing powers A, for Nd elastic
scattering at 250 MeV. For the description of data and curves, see
Fig. 7.
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phase-space factor increases while dynamical effects work
in opposite directions. As can be seen in Fig. 7, the boost
effects in the potential matrix element work in opposition to
the kinematical effects, restricting relativistic effects to the
backward angle region only.

Contributions from the relativistic effects upon the an-
alyzing power are restricted to the angular range 0., =
100°-150°, and they shift the relativistic theory away from
the data as shown in Fig. 8.

D. Comparison of pd and nd cross sections

Although very important, the question of the magnitude of
the charge asymmetry effects in the 3N continuum is, up to
now, only partly resolved. The most important contribution to
the charge asymmetry is from the pp Coulomb interaction.
From a theoretical standpoint, accurate calculations using
various configuration-space techniques [31-33,69] have been
performed to include the Coulomb force for the 3N bound
state and for the elastic pd scattering below and above [34]
the deuteron breakup threshold. However, only recently were
the calculations of pd scattering at intermediate energies
including Coulomb forces performed via the screening and
renormalization approach in the momentum-space framework
[35]. The results of theoretical calculations with CD Bonn + A
potential reproduced very well the differential cross section
data for the dp elastic scattering at 135 MeV/A. At this energy,
the Coulomb effect is shown to be confined to the forward
angles, 0., < 30°.

Experimentally, the only way to find out the importance of
the pp Coulomb force is by directly comparing pd and nd data.
In Ref. [27], the measurement of accurate cross section data,
which have systematic errors of 4% and statistical errors less
than 1.4%, is reported for pd elastic scattering at 250 MeV
over a wide angular region. This allows us to directly compare
the nd and pd cross section data. To deduce the experimental
pd values at the angles corresponding the nd data points, we
use the cubic spline interpolation method. The ratio of the
measured pd to nd cross sections is shown in Fig. 9 (solid
circles). The experimental results include systematic errors
which, as shown in the lower panel of Fig. 9, depend upon
the scattering angle. At some backward angles, the data show
significant deviations from unity.

The curves in Fig. 9 are the theoretical predictions for the
pd/nd ratio at 250 MeV obtained with the CD Bonn and
CD Bonn+ A potentials. In the upper panel, three curves
represent the predictions obtained when the Coulomb force
is included in an approximate way using the approach of
Ref. [70]. The solid and dotted lines show the predictions
calculated by the Lisbon-Hannover group with and without
A-isobar excitation, respectively. The dot-dashed curve shows
the CD Bonn prediction calculated by Kamada [71]. Here, the
amplitude for the pd elastic scattering was taken as a sum of
the Rutherford amplitude and the Coulomb distorted nuclear
amplitude 7N, obtained from the pure nuclear nd scattering
amplitude 7,, with the following Coulomb modification

UT NN ~ 7 (U Tall') e (11)
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FIG. 9. Angular dependence of ratio between the pd and nd
elastic scattering cross sections. Circles show the results deduced
from the nd and pd data of Ref. [27] with statistical errors only.
Hatched area in the lower panel shows systematic errors. Curves show
theoretical predictions obtained by including the Coulomb effects in
pd calculations. Predictions in the upper panel include the Coulomb
effect by the Doleschall approximation. Those in the middle panel
include the Coulomb effect by the screening and renormalization
approach. Solid and dotted lines represent the predictions based on the
CD Bonn + A and CD Bonn potentials, respectively [35]. Dot-dashed
line represents the prediction based on the CD Bonn potential [71].
Dot-dot-dashed line represents the prediction taking into account the
2 MeV energy difference between pd and nd.

where o; and oy are the Coulomb phases, and [ and /" are
the angular momenta of the p-d two-body system in the final
and initial state, respectively. The dotted and dot-dashed lines,
which include CD Bonn and are calculated by different groups,
are almost identical.

As can be seen in the upper panel of Fig. 9, an oscillating
structure is present in the predictions. The angle where the
experimental value crosses unity is around 6., = 110°,
which is reproduced by the predictions that correspond to an
approximate treatment of Coulomb effects.

The middle panel displays the cross section ratio, including
the Coulomb interaction calculated by the screening and
renormalization approach [35]. These calculations do not
exhibit the oscillating structure shown by the calculations in the
top panel. The deviations from unity for the theoretical ratio
do not exceed 5% for the region of .., > 30°. Regarding
the A-isobar excitation effect, we can see that the difference
between the solid and dotted lines in this panel becomes
smaller than that in the upper panel. The prediction for the
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ratio of the pd differential cross section at 250 MeV to the nd
differential cross section at 248 MeV, based upon the CD Bonn
potential [35] is shown as the dot-dot-dashed line in the middle
panel. Compared to the dotted line, the dot-dot-dashed line is
shifted down by about 2%. Except at the angles around 130°,
calculations based upon these potentials predict the data within
the sum of statistic and systematic errors. More precise data
are soon to be measured in order to directly study Coulomb
effects.

VI. CONCLUSIONS AND SUMMARY

We performed measurements of the cross section and
neutron analyzing power for the d(ii, n)d reaction using a
248 MeV polarized neutron beam. To cover a wide angular
range, 6., = 10°-180°, we carried out two kinds of
experiments at RCNP. The measurements for the backward
angle region of 6. ;,, = 60°—180° were performed at the (n, p)
facility where the recoil deuterons were detected by using
the magnetic spectrometer LAS. The measurements for the
forward angle region of 6., = 10°-60° were performed at
the NTOF facility where the energy spectra of the scattered
neutrons were obtained by the time-of-flight method.

Comparison of measured nd cross sections with theories
based on various NN potentials revealed a clear difference
between pure 2N force predictions and the results obtained
with inclusion of 3NFs. However, the large discrepancy
between nd cross sections and NN force predictions for
Ocm. = 90° can only be partially removed by including the
TM99 or Urbana IX 3NFs or an effective 3NF due to explicit
A-isobar excitation. Theoretical predictions including 3NFs
still underestimate the data by up to 40%. Present-day rela-
tivistic Faddeev calculations show that relativistic effects are
significant only in the region of backward angles where they
increase the cross section by up to 27%. They are relatively
small in the region of the differential cross section mini-
mum around 6., = 130° where the discrepancies between
2N force predictions and data are largest. This implies that
the remaining discrepancy between cross section data and
calculations is likely due to inadequate modeling of the 2N or
3N forces used in the present calculations. This discrepancy
might be resolved by inclusion of shorter range 3NFs not
mediated by A isobar, which in the traditional meson-exchange
picture might result from m-p exchanges between three
nucleons [68].

We compare the nd and pd data directly over a wide
angular region. The nd cross sections roughly agree with
the pd data with a reduced x2 of 9.7. However, a detailed
comparison of pd and nd data shows a characteristic oscillating
angular dependence for the pd to nd ratio. Recent calculations
including the Coulomb effects underestimate the magnitude
of the observed oscillation at some angles. Discrepancies
between the data and the predictions may imply an isospin
dependence of NN or 3NF potentials.

The measurements of the elastic nd scattering at 95 MeV
at TSL Uppsala [72-74] also provide a direct comparison
between the nd and pd data in the intermediate energy region.
The nd and pd data agree with each other with a reduced x>
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of 2.6, but the pd data have large uncertainties. The energy
dependence of Coulomb force effects may be studied by
making use of the recently obtained data from the RCNP pd
measurement at 100 MeV [75].
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Abstract

We describe a device to study reactions relevant for the Single Event Effect (SEE) in microelectronics by means of 200 A and
300 A MeV, inverse kinematics, Si + H and Si + D reactions. The work is focused on the possibility to measure Z = 2—14 projectile
fragments as efficiently as possible. During commissioning and first experiments the fourth quadrant of the CELSIUS storage ring acted

as a spectrometer to register fragments in two planes of Si strip detectors in the angular region 0°—

0.6°. A combination of ring-structured

and sector-structured Si strip detector planes operated at angles 0.6°—1.1°. For specific event tagging a Si+ phoswich scintillator wall
operated in the range 3.9°—11.7° and Si AE—E telescopes of CHICSI type operated at large angles.

© 2007 Elsevier B.V. All rights reserved.

PACS: 29.30.Aj; 29.40.Wk; 29.40.Mc; 29.40.Gx
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1. Introduction

Recent advances in microelectronics are very much based
on reducing the size and decreasing the power consumption
of the elements in the chips. This increases, however, the
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probability for functional upsets due to the so named Single
Event Effect (SEE) caused by cosmic radiation even at sea
level [1,2]. This effect has recently caught considerable
interest also from nuclear reaction physicists [1,3] since it
appears to be related to the fragmentation process in
nucleon—nucleus collisions. To understand the phenomena,
comprehensive data on fragment and recoil production in
p(d)—nucleus reactions at medium energy are needed, since
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it is believed that such products with large Linear Energy
Transfer (LET) cause the observed upsets in the sensitive
nodes of the device. Especially, heavy recoils, which are
produced in most of the inelastic collisions, cause a large
LET. However, their ranges are much shorter than most
lighter fragments, like H and He ions, and they are therefore
difficult to detect in conventional reaction experiments.
Consequently, only few experiments of this kind have been
carried out, the one discussed in Ref. [4], on 180 MeV p+Al
reactions, being an exception.

The basic idea of the present work is to study
fragmentation of silicon nuclei induced by medium energy
protons and deuterons in inverse-kinematics Si + H, D
reactions at the synchrotron and storage ring CELSIUS of
The Svedberg Laboratory (TSL), Uppsala, Sweden. Few
facilities in the world provide possibilities for experiments
of this kind to be carried out. Ref. [5] reports on the
exceptional first study of this kind on 80A MeV Si
fragmentation in a H target at the MSU superconducting
cyclotron. The basic motivation for the present work is to
generate new spallation data in the intermediate energy
domain, from a few tens to a few hundred of MeV, use
these data to test and tune fragmentation models and then
use them to generate necessary tables of fragmentation
cross sections for the SEE studies. At present no single
reaction model is able to handle this within the precision
needed but since long time IBM researchers have been
developing simulation programs for similar engineering
applications [6]. Several other models for hadron—nucleus
and nucleus—nucleus collisions do exist [7-9] and they are
often based on a combination of dynamical and statistical
processes. Often, they are, however, limited to a certain
energy region or a certain type of reactions. In a
forthcoming paper we intend to compare the new data
from CELSIUS to Dubna Cascade Model (DCM) [7] and
JAERI Quantum Molecular Dynamics (JQMD) [§] in
order to create a useful concept for predicting any
topological cross section of importance for the SEE
problem.

In this paper we describe the detectors developed for
mounting both inside and outside the ultra-high vacuum
system of the CELSIUS ring and present their performance
during commissioning and SEE experiments.

2. Experimental setup
2.1. Components

The layout of the specific experimental setup at
CELSIUS is shown in Fig. 1. It consists of four detector
systems to register reaction products from collisions of
100 A—470 AMeV Si ions with atoms of the internal
cryogenic cluster-jet target. The basic elements in the
SEE experiments are:

® The synchrotron and storage ring CELSIUS, storing up
to 10° silicon ions with good timing and focusing

properties and a better energy resolution than can be
achieved at conventional accelerators.

e Supersonic internal H and D cluster-jet targets provid-
ing beam-target luminosity of ~5 x 10>’ cm~2s~! for
experiments with Si ions.

® The 24-element Forward Wall Detector (FWD), oper-
ating in phoswich mode to detect fragments in the
angular range of 3.9° <0< 11.7°.

® The Small-Angle silicon strip Detector (SAD) to detect
fragments within 0.6° <0 <1.1°.

e One quadrant of the CELSIUS ring equipped with the
Zero Angle Detector (ZAD) and used as magnetic
spectrometer to determine the momentum of recoils
emitted at 0°<0<0.6°.

® The silicon AE—E Spectator Tagging Detector (STD) to
register spectator protons at 60° <0< 120°.

The secondary particles are detected event-by-event in
ZAD, SAD, FWD and STD. The FWD and STD systems
and the spectrometer-use of CELSIUS have been utilized
in earlier experiments and their operation is described in
detail elsewhere [10—15] while the SAD and ZAD systems
are described extensively below.

SAD detects essentially fragments and recoils from the Si
projectile. The unique properties of the cooled CELSIUS
beam are here fully exploited. During the injection and
acceleration phase of the operating cycle the cross section
of the beam is large and only after electron cooling it
shrinks to 2 mm in diameter. To avoid radiation damage of
the SAD detectors working very close the beam, they are
moved out during injection and returned to their working
position only after cooling. The FWD [10] is essentially
used for detection of light fragments. In the SEE
experiment 24 of the FWD elements were introduced in
four angular positions. Each element has a 750 um Si
detector followed by a 10 mm fast-plastic scintillator glued
onto an 80 mm long CsI(Tl) crystal. The main task for the
FWD is to register light (4 < 10) fragments emitted at large
angles (3.9°—11.7°) in coincidence with the small-angle
fragments registered by SAD. AE—E telescopes of Si+Si
type from the CHICSi detector [11-13] were mounted
inside the target chamber and thus in ultra-high vacuum on
a serial, so named, GrandMotherBoard [13]. The main
mission for this STD system is to register spectator-like
protons in coincidence with the fragments registered by
SAD. Such tagging of events is particularly interesting
when comparing Si+H data with Si+D data. Comparing
inclusive Si+H fragmentation data with corresponding
data for Si+D reactions tagged with spectator-like protons
could help to single out the information about Si
fragmentation on the quasi-free neutron in the deuteron.
This process is very interesting since it serves as the closest
emulation of recoil measurements of the n+Si reaction—
the main source of SEEs in the atmosphere—which has
been achieved so far. ZAD is a telescope that comprises
two SSD and a plastic scintillator positioned at the focal
plane of the magnetic spectrometer, formed by the bending
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Fig. 1. Top-view of the setup for the SEE experiment at the CELSIUS storage ring.

and focusing elements of the storage ring itself [14,15].
Contrary to SAD, the strips of ZAD make up a 32 x 32
rectangular net. ZAD is used to detect very small-angle
projectile fragments (recoils), identify their charge and
determine the position of the hit point with respect to the
nominal beam position (see Section 3).

2.2. The SAD telescope

SAD is a telescope comprising two 300um SSDs
followed by an 8§ mm thick plastic scintillator. The first
SSD has circular and the second radial strips (Fig. 2, left) in
total 32 of each type. A pair of SSDs mounted on a
common board that covers an azimuthal angle of = radians
makes up a sensor with a triangular cutoff to pass the
primary beam (Fig. 2, right). Two such sensors are
mounted one after the other and followed by plastic
scintillators. The plastic scintillators are used for timing
and for triggering the readout cycle. The position of the
particles detected by two consecutive SSDs simultaneously
is derived from the circular and radial strip numbers. The
charge of the fragment is determined by the amplitudes of

the signals from the two matching SSDs and the plastic
detector.

The SSDs of SAD are designed to operate at a distance
of only 10-12mm from the center of the beam. The
detectors were removed during injection and acceleration
periods of the beam-cycle. No radiation damage has been
observed. This shows that even the halo of the beam was
reduced to a diameter <20mm. The Si detectors were
manufactured by ELMA in Zelenograd, Russia, from
300um Wacker silicon wafers with a resistivity of
5000 Qcm. A photograph of a radial detector is shown in
Fig. 2 (left) which also exhibits an additional sector-like
sensor located at the closest distance from the beam. This
sensor turned out to be quite useful for the direct on-line
monitoring of the beam-halo. Two of the circular SAD
elements are visible in Fig. 2 (right). Telescopes are
triggered by two plastic scintillators, each covering half
of the telescope area and placed behind the two SSD
planes. These 8 mm thick scintillators provide fast timing
for initiation of the read-out cycle of the SSDs. They are
coupled to Hamamatsu R7400 photomultipliers through
plexiglas lightguides and initially tested with 1MeV
conversion electrons from a 2*’Bi source. Because of their
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Fig. 2. SSD with radial topology (left) and two circular topology SSDs (right) assembled on-board with connectors for front-end electronics. The board

side has a length of 90 mm.

complex geometry and the large area, their energy
resolution is quite poor, 35%, which makes them suited
for Z identification only after corrections for fragment hit
coordinates are applied.

2.3. The ZAD telescope

The CELSIUS ring offered the possibility to use the
focusing and bending elements of the quadrant after the
target as a magnetic spectrometer (Fig. 1). This device
detects fragments emitted from the interaction point only
at very small angles (0<0.6°) and thus mainly inelastically
scattered nuclei with low momentum transfer. These
fragments are bent out from the beam by the dipole
magnets. The magnetic field in the quadrant can be tuned
in such a way that all charged particles with the same
magnetic rigidity will be focused to one point, P(X, X), in
the horizontal plane at a certain distance, L, downstream
from the target. There, they are registered by the ZAD
detector, placed at sufficiently small distance from the
beam. ZAD comprises two 60 x 60 mm? SSDs with vertical
and horizontal 1.8 mm wide strips, followed by an 8 mm
thick plastic scintillator. The 32 strips of each silicon
detector determine the Y- and Z-coordinates while the
amplitudes of the signals from the silicon and the
corresponding scintillator detectors determine the charge
of the fragments. Fig. 3 shows the position of ZAD in the
coordinate system with origin at the center of the circular
beam trajectory. In this coordinate system,

L~1Y,|+nR/2+ |X/]| (1)

where X, Y, are the coordinates of ZAD, X, Y, are the
coordinates of the target and R is the radius of the nominal
beam trajectory. The rigidity is,

p_ NT(T+2M) )

r=0od-=uo

Z Z

Target
Xt

X ——L ]
ZAD

Fig. 3. The position of the ZAD detector with respect to the beam-line in
the fourth quadrant of CELSIUS.

where p, T, M, Z are the total momentum, the kinetic
energy, the mass and the charge of the fragment, and o is a
constant.

For the circulating Si ions (4 =28), T=E-A, M =
Msg; - A/28 and Z = A /2. Therefore,

rSiza?%a\/E(E+2) 3)
s

1

independent of 4. lons with 4 = 2Z and the same energy
per nucleon, E, will be focused to the same point P, while
those with different £ will reach the focal plane at a
horizontal distance, B, from the point P. The relative
rigidity, p, is now,

p=—=1+0B )
rsi
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where the constant ¢ is determined by ray-tracing (below).
Thus, a position sensitive detector which is placed in the
focal plane and which is capable of identifying the charge
of the fragment provides the opportunity to determine the
yield and momentum distributions of fragments with 4 =
2Z by measuring the yield distribution in B. ZAD was
placed in the focal plane of the magnetic spectrometer at a
distance of L =22757mm from the target and at the
closest possible distance of 33.8 mm from the nominal
beam line, except during injection and acceleration when
the detector was moved out of the beam pipe. This position
kept the Si detectors out of the beam halo and ZAD
detected the 4 = 2Z fragments with B-values ranging from
33.8 to 91.3 mm.

2.4. Trigger electronics

Fig. 4 shows the block-diagram of the trigger electronics
and the data acquisition system (DAQ) in the experiment
which integrates three subsystems connected to the SAD,
ZAD, and FWD detectors. It is built up mainly from
standard CAMAC, NIM, and VME modules. The only
application-designed modules are front-end electronic
stations (FES) and ADCs used in SAD and ZAD. The
system can be combined logically with separate external
detectors such as the STD (CHICSI).

The electronics performed standard tasks for this type of
experiment. They were as follows:

o To initialize the data readout cycle by sending the
INTERRUPT signal to the DAQ system on different
types of triggers i.e. from inclusive SAD, ZAD, FWD
events, and coincidence events SAD & FWD, SAD &
CHICSi or FWD & CHICSI.

e To initialize measurements of amplitudes of the sensor
signals and time intervals between some of them.

e To equalize rates of triggering signals from subsystems
with essentially different load of events.

e To synchronize the operation of the subsystems between
each other and allow estimation of the dead time of the
whole system.

2.5. Front-end electronics for SAD and ZAD

The FES for the SAD and ZAD detectors consists of two
Boards (FEBs). The FEBs were designed and manufac-
tured dedicated to the experiment. Their design, however,
essentially exploited the technical solution previously
found for the similar devices developed for the cosmic
ray studies [16]. Each FEB performs amplification, shaping
and storage of signals (amplitudes) for 32 strips of SAD
SSDs with subsequent transmission to the ADC9225 unit.
A schematic diagram is shown in Fig. 5. The basic elements
are l6-channel Application Specified Integrated Circuits
(ASIC), named CR-1 [16]. Each channel of CR-1,
connected to one single strip of the Si detector, comprises

a charge-sensitive amplifier, a shaping amplifier and a
sample-and-hold circuit. Sixteen channels are multiplexed
onto a common output buffer.

The FEB contains a current limiter to protect the Si
detectors, bias resistors, HV filters, sources of reference
voltage for CR-1 and analogue output offset and multi-
plexer for two CR-1 chips. The programmable logic chip
(PLD) determines the timing of control signals and data
reception. A special circuit permits the use of an external,
high-precision pulse generator for FEB calibration. In-
itiated by the FLT signal, FEB holds peak values of
detector pulses and transmits these data in a serial code to
the ADC unit. Depending on the mode of operation, the
transmission starts either automatically or by an external
Second Level Trigger (SLT) signal. Fig. 6 shows the timing
diagram of the DAQ system for the case of SAD & FWD
coincidence and illustrates FLT generation and operation
of FES.

It should finally be mentioned that the complete FES
units are installed in roman pots of CELSIUS as parts of
the SAD and ZAD detector units.

The DAQ system of the SEE experiments was a
combination of the SVEDAQ system [17] used as standard
acquisition system at TSL and the specific data collection
modules of the STD (CHICSIi) subsystem [13]. The read-
out control and the event building are performed by a
Motorola 68040 CPU VME board running under the
VxWorks operating system. The SAD, ZAD and FWD
subsystems are read out by VME and CAMAC modules
while the STD subsystem is read out via VME SBS-414
fiber optics communication modules.

Recording of data by SVEDAQ was carried out
differently from the standard version [17] in which data
were transmitted from the event builder to the PC via a
separate Ethernet network and then stored on a 200 GB
hard-disk. The PC with Intel processor was running a code
implementing the SVEDAQ data communication protocol.
This system provided a reliable performance close to the
limit of 100kb/s imposed by the speed of the Motorola
68 040 CPU of the event builder.

A dedicated data sorting program package for the
analysis of SEE data has been developed within the ROOT
framework [18]. This allows for a modern and advanced
object-oriented sorting, analysis and visualization of large
data samples. The package solves three major tasks of the
analysis—particle track identification, filtering theoretical
data sets through the constraints of the experiment,
and confrontation of the experimental results with the
theoretical prescriptions. The first step in the analysis
process allows unpacking and preliminary data sorting.
The output files are then reformatted to ROOT trees and
histograms. The ROOT tree structure allows a fast
interactive analysis, which is very useful for the adjustment
of particle identification algorithms with iterative proce-
dures. The second step filters data provided by reaction
models. The models play here the role of event generators
producing theoretical data sets in form of ASCII files with
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event-by-event sequences of tracks. The filter utilizes
geometrical classes of ROOT to formulate the setup
constraints. It delivers a collection of filtered events with
tracks of particles hitting at least one of the detectors of the
setup. The format of the output file is similar to the one
used for experimental data storing. The third step in the
analysis takes data from theoretical and experimental
ROOT trees and presents all desired histograms in such a
way that they can be displayed for the final physical
analysis with the help of ROOT scripts provided by the
program package.

3. Results from the commissioning of the setup

3.1. Charge identification in SAD

After a feasibility study with beams of Si and Ne, data
were collected in actual experiments with Si beams,
injected, accelerated and stored in the CELSIUS ring at
TSL in April 2004 and in April 2005. Si+H and Si+D
reactions at 200 A and 300 A MeV were studied. Charge
resolution of all fragments registered in ZAD, SAD and
FWD is easily achieved since these fragments are fast and
move with a speed close to that of the beam nuclei. To
illustrate this, Fig. 7 presents a typical pulse amplitude
spectrum for fragments from the 300 A MeV Si+D reaction
registered in a single strip of the sector-like SSD of SAD.

To reduce the number of parameters for the determina-
tion of the charge, we normalized the spectra of the Si
fragments (rightmost peak) for each strip. In this way
different offsets in the pedestals and gain differences in the
individual channels were eliminated. This was done both
for the Si strips and for the plastic scintillator corrected for
the non-uniform light collection. After that the spectra
were fitted with Gaussians and transformation of ampli-
tude spectra to charge spectra was performed. The signal
from the plastic scintillator and the Si strips was summed

the following way, y/}(Zp) + Zg), where Zy and Zg; are

the transformed signal from the plastic and Si detectors,
respectively. The result of such a transformation, from
300 A MeV Si+D data, is shown in Fig. 8. The background
was approximated to be linear for the individual peaks, and
a Gaussian fit of the peak resulted in a peak to background
ratio of ~6.4 for Z = 12 for the 300 A MeV Si+D reaction.
The statistical uncertainty from the charge identification is
less than 1% for all charges Z>5 for all reactions
except for the 200 A Si+D reaction where it is between
3% (Z = 6) and 1% (Z = 12) due to less statistics.
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Fig. 8. Charge spectrum of projectile fragments from 300 A MeV Si+D reactions registered by SAD and obtained by means of the algorithm described in

the text.

The AE—E (Si—Csl) signal correlations from FWD
telescopes (Fig. 9) were treated in a similar way.

Graphical masks are applied to these scatter plots to
identify the charge of the fragments. At least H, He, Li and
Be fragments are separated by the FWD. Fig. 10 shows the
charge spectra of the products of the 300 A MeV Si+D
reaction registered with SAD inclusively and in coincidence
with the FWD (left), or in coincidence with any of the
silicon telescopes from the CHICS: setup (right). The ratios
of the semi-inclusive to inclusive spectrum, shown in the
lower panels of the figure, demonstrate clearly different
charge distributions in FWD and STD triggered events. In
SAD & FWD events the charge spectrum measured by
SAD is governed very much by charge conservation and
therefore the yields of the heaviest recoiling fragments are

suppressed. On the contrary, the spectrum triggered by
relatively low energy fragments (mostly protons) from the
CHICS:I telescopes are to large extent governed by the
probability for quasi-elastic fragment-p scattering. The
preference is then given to peripheral collisions, which also
dominate the inclusive event yield. Consequently the
charge distributions do not differ very much except for
some enhancement of events with the loss of a few charge
units in the projectile-like fragment.

3.2. Charge identification in ZAD
Charge identification in ZAD of the most forward

peaked fragments, dominated by projectile-like recoils, was
performed much in the same way as in SAD. Fig. 11
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Fig. 11. Charge resolution of ZAD for fragments in different pairs of vertical Si strips obtained for fragments from the 300 A MeV Si+D reaction.

demonstrates the quality of the charge resolution, obtained
for fragments registered by different pairs of vertical Si
strips.

Fragments emitted at an angle 0> 0,,(* 0.60°) hit the
walls of the vacuum chamber of CELSIUS and are thus
lost. The data from ZAD obviously comprise the charge
identity of the Z = 6—14 fragments registered by all
individual pixels of the 32 x 32 strip array of the SSDs.
To compare experimental and theoretical charge and
momentum distributions, the fragments from a theoretical
event generator must be followed from the target to the
focal plane (ZAD) and filtered by the experimental
conditions. Such simulations were performed for particle
transportation in the magnetic field of the ten dipole
magnets of the CELSIUS bending quadrant. The coordi-
nate system used in these calculations is shown in Fig. 3
where the Y-axis is parallel to the beam axis in the target
straight section and the Z-axis is normal to the plane of the
figure. Origin of the system is here in the center of the

circular beam trajectory in the bending quadrant and the
cluster-jet target position is then (X, Y,). The radius of the
nominal beam trajectory within the bending section is
R = 6997 mm, and the position of the focus as determined
by Eq. (1) and Fig. 3 is now (X, Yy).

The Z- and Y-distributions of the fragments in the focal
plane were studied to check the quality of the focusing of
the spectrometer. Both the experimental and theoretical
distributions reveal good (6-8 mm) focusing along the Z-
axis for all fragments. This was later confirmed in the
experimental measurements.

To check the quality of the selection of 4 = 2Z nuclei,
the rigidity distributions of the fragments were simulated
by the theoretical event generator. For the cumulative
rigidity distributions of the fragments that reach the focal
plane within the ZAD acceptance it was found that only
fragments with relative rigidity p~1 (Z = N) reach ZAD,
while practically all fragments with Z=N —1 and Z =
N + 1 are lost in the walls of the vacuum chamber. The
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Fig. 12. Relative rigidity of fragments registered by ZAD vs their distance B from the nominal beam position.

simulations provide B—p scatter plots for events with
fragments that reach ZAD. The B—p relation is linear as
assumed in Eq. (4). An example of a linear fit to such a B(p)
distribution is shown in Fig. 12 for simulated trajectories of
fragments from the 200 A MeV Si+H reaction registered by
ZAD. The parameters from such fits are then used to
transform the measured B-distributions to momentum
distributions of the fragments registered by ZAD.

The main source of errors in momentum measurements
with ZAD appear during the procedure in estimating the
nominal position of the beam. During this procedure ZAD
has been used as a scraper of the beam and nominal beam
position was found at the instant of its disappearance in
CELSIUS. We believe that our accuracy in estimating the
critical Y values (Fig. 3) at which we observe disappearance
of the stored beam is around 2-3mm. Computer simula-
tions indicate that resulting momentum resolution of ZAD
is Ap/p<2%.

4. Specific problems for internal beam experiments

Two main problems for storage-ring experiments are the
difficulties in determining absolute luminosity and coordi-
nates of the interaction points. The luminosity question
was only solved in an indirect way by normalizing to the
best known topological cross-sections while the determina-
tion of the interaction point required a special procedure.

To get the absolute values of the cross sections, we have
normalized the experimental data on He production
obtained with the FWD to the corresponding predictions
of the DCM [7]. Our choice was justified mainly for two
reasons. First, He registered with FWD in conventional
stationary target layout of the experiment are within the
angular range between 40° and 150° and with energies
between 5 and 40 MeV. Theory is in fairly good agreement
with the experimental data for these channels of reactions

[6,7]. On the other hand, the alpha particle yields are high
in both the experimental data and the models to make the
statistical error negligibly small. We estimate the accuracy
of the absolute normalization of the experimental data to
be of the order of 15-20%.

The main reason for the poor knowledge of the beam-
target intersection point was that the beam monitoring
sensors were located far away, ~2m from the cluster-jet
target both upstream and downstream. Consequently, the
trajectory of the circulating beam nuclei passing through
the 7mm wide hydrogen-jet was not well known. The
precision of the SAD positioning during data taking cycles
was ~1 mm and thus of less importance.

An axial asymmetry was in fact found in the yields of the
radial SSD strips for all fragments from all reactions. No
details in the fragment production mechanism can cause
asymmetry, and in absence of any background, which was
confirmed experimentally, the observed axial asymmetry
must be an artefact of a beam displacement. The
displacement can be estimated by comparing the experi-
mental yields of the radial SSD strips of SAD with
DCM model simulations with different beam displace-
ments. The asymmetry and the effect of the beam
displacement for DCM can be seen in Fig. 13 demonstrat-
ing together experimental and simulated SAD sector
distributions with and without beam displacement.
Fig. 14 shows the y?/number of degrees of freedom
(n.d.f.) from the comparison for different beam displace-
ments for fragments with Z = 10—12 observed in a study
of the 300 A MeV Si+D reaction taken as an example.
A minimum could be found for all studied reactions
indicating a horizontal displacement of the beam of 3 mm
to the inside of the accelerator ring and 2mm above
the center of SAD symmetry for the 300A MeV Si
beam. Fragments with Z = 10—12 were chosen for the
analysis for several reasons. Firstly, it was found that the
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agreement of theoretical and experimental angular dis-
tributions for these reaction products was rather good.
Secondly, SAD acceptance covers the maximum in do/df,
and, finally, cumulative yield of these fragments provided
good statistical assurance of the %> analysis used by us for
the beam offset estimation.

Once the beam displacement is found, the corrections to
0 and ¢ angles for each pixel in SAD can be implemented
and final angular distributions of the recoils obtained.

The uncertainty for the beam displacement determina-
tion procedure is difficult to estimate directly but, as a first
realistic guess, one can use a typical size of the beam
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systematic uncertainties in 6 of about £0.05°.

+2mm in both horizontal and vertical directions for
getting the idea of the consequences of the beam
displacement on the measured fragment angular distribu-
tions. Thus, a 2 mm uncertainty of the beam displacement
results in an uncertainty in the true scattering angle of the
fragment registered by SAD. It has been analyzed by
plotting the 0 distribution for the obtained beam displace-
ment X, Y, together with the same distributions obtained
for beam displacements of Xy +2mm, Y+ 2mm. Fig. 15
shows the result of such simulations. Again, the results of a
study of 300 A MeV Si+D reaction are depicted, taken as
an example. The figure shows the effect of the 2mm
uncertainty in the beam displacement for the 0 distribu-
tions, and from this plot the uncertainty in theta was
estimated to be £0.05° for the heavier fragments and it
plays almost no role for the lighter fragments.

The effect of the interaction point displacement on the
quality of the ZAD data was analyzed only through
computer simulations. These simulations indicate that
variations in the Z-coordinate of the interaction point do
not change the X- or Y-coordinate in ZAD and vice versa.
Thus, the observed vertical displacements should not cause
any change in any horizontal yield distribution registered
with ZAD. The value of the Y distribution is important for
fragment momentum determination. A displacement of the
interaction point in the target by a few mm in radial
direction (X direction in Fig. 3) causes a corresponding
displacement of the fragment coordinate in the opposite

radial direction (Y direction in Fig. 3) at ZAD location.
This displacement is to a large extent canceled since the
measured values are actually not the hit coordinate in ZAD
but the difference between the nominal position of the
beam and the hit of the fragment, which also is displaced at
ZAD, and the hit of the fragment. In other words, since we
were measuring the rigidity of the fragment relative to the
rigidity of the beam of a known momentum, the observed
displacement of the interaction point did not cause
problems in momentum estimation of the fragment
registered by ZAD.

5. Conclusion and outlook

A detector system designed for SEE relevant experiments
on Si+H(D) reactions at the CELSIUS storage ring by
means of inverse kinematics has been assembled and tested.
This comprises two systems that operate at very close
distance to the cooled beam of Si ions and two additional
systems acting as triggers for events that emit light particles
or fragments at larger angles. The small-angle systems have
telescopes made up of SSDs triggered by plastic scintilla-
tors placed behind them. The ability to register all beam-
like fragments has been proven in actual experiments at
200 A and 300 A MeV. A method for indirect determina-
tion of coordinates of the beam-target intersection point
relative to the center of the small-angle detector systems
is proposed. The introduction of the large projectile
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fragmentation angle phoswich detector wall and the large-
angle Si-Si telescope system for quasi-elastically scattered
light particles makes it possible to tag on events with
different impact parameters.
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Abstract: Presently, many new applications of fast neutrons are emerging or under
development, like dose effects due to cosmic-ray neutrons for airplane crew, fast-neutron
cancer therapy, studies of electronics failures induced by cosmic-ray neutrons, and
accelerator-driven incineration of nuclear waste and energy production technologies. All these
areas would benefit from improved neutron dosimetry. In this paper, the presently rapid
progress on measurements of double-differential neutron-induced nuclear reaction data is
described. With such data at hand, the full response of in principle any system, including
human tissue, can be calculated in detail. This could potentially revolutionize our
understanding of biological effects in tissue due to fast neutrons.

Introduction

Recently, a large number of biomedical applications involving high-energy (>20 MeV)
neutrons have become important. It has been established during the last years that airflight
personnel receive among the largest radiation doses in civil work, due to cosmic-ray neutrons
[1]. Cancer treatment with fast neutrons is performed routinely at several facilities around the
world, and today it represents one of the largest therapy modalities besides the conventional
treatments with photons and electrons [2].

When a body is irradiated with charged particles, like electrons, the dose, i.e., the energy
released per volume, is deposited directly. When uncharged particles are used, like photons
or neutrons, an additional step is needed, i.e., the conversion of kinetic energy of the incident
uncharged particle to charged particles within the volume. It is well known that the effect of a
certain dose, i.e., a given deposited energy, can be very different for different particles in a
biologic system. As an example, the cell survival rate for 1 Gy of 5 MeV electrons or 1 Gy of 5
MeV alpha particles differs by an order of magnitude. Thereby, the same dose given in, e.g.,
electron and neutron therapy can result in rather different biologic effects.

When comparing various therapy modalities, there are some striking features. Charged
particles all deposit dose directly, but with different biologic results. Uncharged particles, i.e.,
photons and neutrons, first have to interact with tissue, resulting in charged particles being
released. After having been released, these secondary charged particles deposit energy
resulting in tissue damage.

When comparing photons and neutrons as primary particles, there is one striking
difference. Photon interactions result almost exclusively in release of electrons, while
neutrons induce emission of many different charged particles. This means that a fundamental
understanding of the effects in tissue due to neutrons require knowledge of two stages. First,
the probability for neutrons to create charged particles must be known, and this information
has to be detailed, i.e., the particle type, its energy and direction has to be known. Second,
the biologic effect of this secondary particle at its energy must be known.

Today, the biologic effects of the various charged particles released after neutron
interaction in the most common atomic nuclei in tissue are relatively well known. Thus, the
second stage above is under reasonable control. What is not equally well known is the first
stage, i.e., the microscopic cross sections for creation of those charged particles.

In this paper, the presently rapid progress on measurements of double-differential
neutron-induced nuclear reaction data is described. With such data at hand, the full response
of in principle any system, including human tissue, can be calculated in detail. This could
allow a fully reductionistic approach to the entire problem of understanding the biologic effects
due to neutron radiation, as being outlined below.

Because cross sections for neutron-induced reactions are in general poorly known, the
existing dosimetry methods and treatment techniques are to a large extent based on
experience, rather than on knowledge of fundamental physics. Due to the recent development
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of neutron beams with good intensity and energy resolution, it is today possible to study all
the fundamental processes involved in detail, and thus dramatically improve both the dose
determination in neutron fields and the radiation quality planning in connection with tumour
therapy.

In the relevant energy range (up to about 70 MeV for therapy and even higher for
aviation doses), it is unfortunately difficult to describe nuclear processes theoretically in a
simple way. Compound nuclear processes, direct processes and intermediate or pre-
compound processes are all important and nuclear reaction models must take into account all
these processes and, where appropriate, the competition between them. As a result,
predictions based on theory are sometimes uncertain to 30 % or more. Such uncertainties are
far larger than acceptable in, e.g., a treatment situation.

This situation is different in photon and electron interaction with tissue, which is governed
by the well-known electromagnetic interaction, in which theory predictions of cross sections
can be made with an accuracy of far better than 1 %, i.e., other uncertainties dominate. If
cross sections cannot be computed, they have to be measured, but the data base for
neutrons is meagre in this energy region.

High-energy neutron data are also of primary importance in other applications, like
single-event effects in electronics [3] and accelerator-driven systems for incineration of
nuclear waste [4]. All the areas above are of interest from dosimetry point of view. For the
applications involving tissue, it is evident that techniques for dose determinations are of great
importance. Concerning electronics effects onboard aircraft, there is a need for light and
inexpensive neutron intensity monitors, similar to the dosemeters used for estimation of
health effects.

Links between fundamental physics and tissue effects

Like X-rays and gamma-rays, neutrons exert their biological effect through secondary
charged particles, but whereas photons interact with atomic electrons, neutrons interact with
nuclei and the secondary particles are nuclear particles such as protons, deuterons, alpha-
particles and heavier nuclear recoils. Evidently, a neutron transfers its energy to tissue in two
stages. The first stage involves the interaction of a neutron with a nucleus, which can result in
a wide range of secondary charged particles. The second stage involves the transfer of
energy from secondary charged particles to tissue through excitation and ionization. The
quantity kerma, an acronym for Kinetic Energy Released in MAtter, is used to describe the
initial interaction, i.e., the first stage. It corresponds to the kinetic energy released by the
primary neutrons per unit mass in the form of secondary charged patrticles [5].

Absorbed dose is defined as energy absorbed per unit mass from the secondary charged
particles, i.e., the second stage. Thus, the concepts of kerma and absorbed dose are not
identical, because the secondary particles have a certain range and deposit their energy
predominantly downstream their point of origin. The secondary charged particles are
preferentially emitted in the forward direction, which means that the absorbed dose is low at
the surface and rises with depth towards the range of the charged particles. Kerma, on the
other hand, does not rise but falls slowly with depth as the incident beam is attenuated [6]. In
photon dosimetry, kerma is a more directly useful quantity than for neutrons [7], since the
difference between kerma and dose is smaller in this case.

It is important to emphasize that in neutron dosimetry, the kerma coefficient is only a
measure of how much energy per unit fluence is given to light charged particles and residual
nuclei in a certain volume, regardless of the nature of and energy spectrum of the secondary
particles. Since the biological response varies dramatically with ionization capability, i.e., the
particle type and energy, the same kerma or dose does not necessarily correspond to the
same damage (see below).

There are two ways kerma coefficients are determined; from direct calorimetric
measurement of kerma, and from calculation of kerma coefficients from basic nuclear cross
sections. Direct measurement of kerma coefficients can be difficult and values are available
only for a few elements and neutron energies. Moreover, such measurements require total
particle equilibrium in the studied volume. This is not always the case in practice, which
necessitates significant corrections. Calculation of kerma from basic nuclear data requires
information on all significant reaction channels, including angular and/or energy distributions
of secondary reaction particles, which have to be explicitly represented. Such information is



taken from nuclear data libraries, which normally are obtained by evaluation of experimental
microscopic cross sections and nuclear model predictions.

Radiation quality

Different types of ionizing radiation cause different tissue damage, in spite of the same energy
being deposited. This is primarily due to the fact that the cell damage proceeds via two
mechanisms, namely creation of free radicals and DNA strand breaks.

In the first mechanism, molecules in the cell are being ionized and become chemically
much more reactive, which affects the cell chemistry and metabolism. This requires very little
energy transfer, of the order of a few eV, and whether the creation of these reactive chemical
elements is well localized or more diffuse does not make a very large difference. Instead, the
total number of created reactive elements is most important, and thus the total deposited
energy per unit mass gives a reasonable estimation of the cell damage. Thus, which type of
particle causes the ionization is not very crucial.

In the second mechanism, the ionizing radiation breaks the DNA molecule and thereby
disturbs the cell reproduction. This damage is much more efficient if both strands are struck
close to each other. If just one strand is broken, the remaining one can often be used in the
repair process. Thus, this mechanism is more efficient for radiation with large ionization per
unit length, i.e., well localized radiation. This argument points towards relatively heavy ions,
like alpha particles, which have a much larger ionization per unit length than, e.g., electrons.

lonization per unit length is often expressed in terms of Linear Energy Transfer (LET).
The "biological effectiveness" is related to LET, but not linearly. The lowest LET radiation is
due to photons and electrons. The biological effect increases with increasing LET, until a
maximum is reached at about 200 keV/um. Going to even higher LET makes the
effectiveness go down again, simply because a cell cannot be killed more than once, no
matter how much localized dose is given.

Since high-energy neutrons produce a multitude of secondary particles, from high-energy
protons, with relatively low LET, to low-energy alpha particles and heavier recoils, which have
very high LET, the damage caused by neutrons is a complicated function of the delivered
energy, or kerma.

Beyond KERMA

As mentioned above, the kerma coefficient is the average energy transferred from neutrons to
charged particles (including recoils) per unit mass of material per unit neutron fluence. It is
widely used for dosimetry in neutron therapy and radiation protection. Where applicable,
mostly in the low-energy region, kerma coefficients can be directly measured. This is the
reason why the kerma concept is being used; it allows a determination of the dose even if
microscopic cross sections are unavailable. Alternatively, one can calculate kerma
coefficients from microscopic nuclear data. A comparison of the calculated and the measured
kerma coefficients provide a valuable integral test of the microscopic cross section data.

However, what is of more interest, especially in treatment planning, is the absorbed dose
in the treatment volume, including all aspects playing a role, like, e.g., ionization density and
oxygen abundance. Although kerma coefficients could be used for a rough estimate of the
biologic effect, there is no simple relation between kerma and cell damage. In addition, such a
calculation is not performed from first principles. The whole kerma concept could actually be
omitted by calculating the biologic effect in a specific volume directly by a Monte Carlo
radiation transport code.

It should be pointed out that double-differential cross sections contain much more
information than kerma. Kerma can be obtained by integrating double-differential cross
sections over all ejectile energies and angles, but in this process, valuable information is lost.
For instance, it is possible that two reactions give the same kerma, but significantly different
tissue damage, because the different particles are released, or energy or angular distributions
can be different. On the other hand, knowledge of kerma does not allow double-differential
cross sections to be determined. With the rapid development of computing power and
numeric methods, full Monte Carlo modelling of radiation effects can be expected to become
the standard tool within a relatively short future, and estimations based on kerma might
gradually become less important.



Which data are important?

About half the dose in human tissue due to neutrons of several tens of MeV comes from
proton recoils in neutron-proton (np) scattering, 10-15 % from nuclear recoils due to elastic
neutron scattering and the remaining 35-40 % from neutron-induced emission of light ions,
i.e., protons, deuterons, tritons, *He- and o-particles. With double-differential cross sections
for all these reactions in tissue-relevant nuclei, i.e., carbon, nitrogen, oxygen and calcium at
hand, the dose distribution could be calculated in detail.

If it is clear which data are of most importance when determining the dose in human
tissue, it is less obvious which cross sections to determine for improving dosimetry. Many
different nuclear reactions are employed in dosemeters. This also involves reactions not
taking place in tissue. An example is fission in bismuth, which has some nice features for
dosimetry of high-energy neutrons. The cross section is very small all the way up to about 50
MeV, so it is very useful for dosimetry of high-energy neutrons in a low-energy neutron
background. Fission is a good nuclear reaction for simple and portable equipment, because it
releases extremely large energy per reaction, making the detection of it relatively
unambiguous. With the presently rapidly increasing interest in dose effects in human tissue
due to high-energy neutrons, a coordinated research programme spanning over the border
between dosimetry and nuclear physics is well motivated, to establish a priority list concerning
which nuclear cross sections to measure for development of fast-neutron dosimetry.

The nuclear data situation above 20 MeV

As was mentioned above, the relevant nuclear data for assessing the dose due to fast
neutrons are np scattering, elastic scattering from nuclei, and light-ion production reactions.
An extensive list of references to all experimental data obtained before 2003 is found in ref.
[8], and only more recent data are explicitly refereed below.

Of these, the np scattering data are of the highest quality. The global data base
comprises several thousand data points from thermal energies and up to about 1 GeV, and
typically the experimental uncertainties are in the 5 % range. Recently, there has been an
intense debate about the np scattering cross section at backward angles, where different data
sets deviate by 10 % or even more (see ref. [9] for a review). These discrepancies, however,
affect only a rather limited angular range, and for the present applications, this is of little
importance, because the solid angle subtended is small, which results in very small
contributions to the total uncertainty in dose determinations.

The data situation on elastic scattering from nuclei is rather satisfactory up to about 30
MeV. Above this energy, there are published measurements from UC Davis on a few nuclei,
including carbon, at 65 MeV. A project on elastic scattering at 100 MeV is in progress at TSL
in Uppsala. Up to now, data on hydrogen, deuterium, carbon, oxygen and lead have been
published [10,11], and data on nitrogen, silicon, calcium, iron and yttrium are under analysis.
The most important finding from a biomedical point of view is that the present nuclear models
generally underestimate the cross sections for inelastic scattering on carbon and oxygen in
the most important angular range, resulting in a kerma about 30 % too low.

Studies of light-ion production above 20 MeV have been undertaken at UC Davis, UCL
Louvain-la-Neuve and Tohoku University. The UC Davis setup was used to measure all light
ions emitted from carbon, nitrogen and oxygen at 27, 40 and 61 MeV. In the case of carbon,
data are extensive in the forward direction, but more scarce at backward angles, whilst the
nitrogen and oxygen data extend only out to 65°. At UCL Louvain-la-Neuve, measurements of
the same light ions have been performed between 25 and 75 MeV for carbon and oxygen.
The UC Davis and UCL Louvain-la-Neuve data display considerable discrepancies, especially
for oxygen in the low-energy domain. Proton and deuteron data from Tohoku have been
published for carbon at 65 and 75 MeV. These data, however, have a very high low-energy
limit because the experiment was carried out in air.

Recently, similar data have been measured at 96 MeV at TSL Uppsala, covering the
entire 20-160° range for all light ions. Full data on oxygen [12] and silicon [13] have been
published, and data on carbon are under analysis [14]. It is found that the proton spectra on
both carbon and oxygen have a higher cross section in the mid- to high-energy range at
forward angles compared to recent state-of-the-art evaluations (see figure 1).



10

(o]

[y
=

4
]
;

[ERTITT MR T T AR TIT T AR B

Las

[y
=

[y
=

ot
[

(=1

-

d°a/dQdE [mb/(sr-MeV)]

10

(o]

10

[}

10 |

lly

: - Hisigy

0 20 40 60 80 0 ST e S
Proton Energy [MeV]

1 III|,|,|_|J 1 IIII|,|,|J 1 II-I-I""
IIII|,|,|_|J IIIII|,|,|J L1111l

Figure 1: Neutron-induced production of protons on oxygen at 96 MeV [12]. The curves refer
to recent theory predictions. See the paper for details.

This feature is probably caused by a stronger component of direct reaction mechanisms,
e.g., quasi-elastic scattering, and leads, because of the energy weighting, to a partial kerma
coefficient that is 35 % higher. Since protons give a large contribution to the total kerma, the
obtained value for carbon is about 25 % higher than that given in the evaluations. It is notable
that the new data at 96 MeV support a trend observed for similar data up to 73 MeV, both
concerning cross sections and kerma coefficients. It is also striking that the kerma coefficients
based on microscopic cross sections seem to be systematically higher than those determined
using other techniques.

New data at an even higher energy is of high priority to better understand the evolution of
various reaction mechanisms with neutron energy, and ultimately to resolve the problems of
increasing discrepancy between data and theory with increasing energy. Such a
measurement program at 180 MeV is in progress at TSL.

Proton, deuteron and triton production on carbon has been measured in the 300-580
MeV range at angles from 51° to 165° using the white neutron source at PSI. At these high
energies, the cross sections can be reasonably well described by relatively simple scaling
relations. This is an interesting observation, and it makes sense from basic nuclear physics
arguments. At energies above 200 MeV or so, the reaction mechanisms are relatively simple,
because only a few nucleons are involved. This means that information from free scattering
can be used for reasonably precise predictions, while at lower energies, the effects of the
nuclear medium are large, making the theory much more complicated.

Although these energies are higher than common treatment energies, they are of interest
for dose delivery due to cosmic-ray neutrons. In addition, they can be of use to guide theory,



also for lower energies. Effects clearly visible at 300 MeV might have their onset at much
lower energy without being apparent.

To summarize, it seems as the biologic effects of high-energy neutrons have been
underestimated. Recently, a re-evaluation of the effects of the Hiroshima and Nagasaki
nuclear weapons have indicated that the biologic effect of neutrons might have been
underestimated also at low energies (0-5 MeV) [15]. If this result is corroborated, it might
affect future recommendations for radiation protection concerning neutrons.

Summary and conclusions

Many new applications of fast neutrons require improved understanding of the fundamental
processes involved for their further development. With the presently rapid progress in high-
quality measurements of neutron-induced nuclear cross sections, as well as in numeric
computation and modelling, it is possible that Monte Carlo methods might become a standard
tool within a foreseeable future for detailed calculations of the full response of in principle any
system, including human tissue or detector media.

This could allow a fully microscopic approach to assessment of biologic effects in tissue
due to neutrons, and this could potentially revolutionize our understanding of these effects. A
prerequisite for this development is, however, a continuing rapid growth of the experimental
data base on double-differential cross sections for light-ion production in relevant nuclei.
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Tenth International Symposium on Neutron Dosimetry

The Tenth International Symposium on Neutron Dosimetry (NEUDOS 10) took place in Uppsala,
Sweden, June 12-16, 2006. The conference had the theme “Progress in dosimetry of neutrons and
light nuclei®, reflecting the widening of the scope of the conference to include not only neutron
dosimetry, but all hadronic particles. This is also a recognition of the fact that the dose due to
neutrons is delivered not by the neutron itself, but via secondary particles created in neutron-
induced nuclear reactions, i.e., protons, deuterons, alpha particles and various other ions released
in tissue. Thereby, the dosimetry of neutrons has a large scientific overlap with dosimetry in
proton and heavy ion therapy.

Historic development

This series of conferences started in 1972 and a historical view of these symposia provides
testimony of the development of the field. In the first three meetings (1972-77) the program was
to about 90 % composed of topics on dosimetry for radiotherapy ("beam dosimetry™) and only
about 10% on radiation protection dosimetry. The conferences were primarily motivated by the
research needs for therapy with fast neutrons, and participants primarily came from EU and the
US. At these meetings, nuclear and atomic data, microdosimetry, and facilities for fast neutron
therapy were prevalent issues that later have decreased in importance.

In the 1980’s, the programme had shifted to about equal fractions of beam dosimetry and
radiation protection dosimetry. Radiation protection issues had at that time gained importance,
influenced by new ICRU quantities. Increased attention was thus given to calibration aspects and
calibration facilities, as well as microdosimetric principles for radiation protection. Also, the first
papers using transport calculations appeared.

In the 1990’s, the balance had moved even further, to 20 % beam dosimetry and 80 %
radiation protection dosimetry, reflecting a decline of fast neutron therapy. New topics were
BNCT and proton therapy, electronic dosemeters for neutrons, and cosmic radiation and aircraft
crew dosimetry.

There was an eight-year period without a conference of this series, but in 2003 the series
was revived with NEUDOS9. Still the agenda comprised similar weights of beam dosimetry and
radiation protection dosimetry, and this was the case also at NEUDOS10. At both symposia,
many contributions have concerned aircraft crew dosimetry. Criticality and retrospective
dosimetry have grown in importance. The attendance has increased and the age profile has
changed dramatically; there were relatively many young participants, and participants new to the
field. Europe provided the largest number of attendants with Japanese attendance now being
larger than that of the USA. In total, 177 participants, whereof 20 % women, from 26 countries
participated in Uppsala.

Conference programme
The conference dealt with five sessions:

A. Basic Aspects



B. Instrumentation and Techniques
C. Radiation Quality

D. Radiation Protection

E. Radiotherapy

These sessions were rather unequal in size with B and D being slightly larger than A, and C and
E being together about as large as A.

The number of oral presentations was rather limited, since no parallel sessions were
organized. Therefore, a vast majority of the papers were presented in poster sessions. These
poster sessions were opened with an overview report. The authors of poster contributions
provided summaries of their papers in a one-page slide before the conference, and selected
reporters gave an introduction to all papers of the entire poster session before the audience left
the plenary hall and went out to the posters.

Invited talks

Lars-Erik Holm, director of the Swedish Radiation Protection Authority, but invited in the role as
chairman of the International Commission on Radiation Protection (ICRP), presented the new
ICRP recommendations that had been issued in preliminary form shortly before the conference.

Arjan Koning, expert scientist at the Nuclear Research and consultancy Group (NRG), the
Netherlands, reported on recent development in nuclear theory of biomedical relevance. He and
his group have developed user-friendly codes and nuclear data libraries that allow high-quality
nuclear data handling without requiring wide expertise of the users.

Grady Hughes of the MCNP team at Los Alamos National Laboratory, USA, gave a talk,
by himself depicted as anecdotal, on uncertainties in Monte Carlo calculations beyond statistics.
This talk was motivated by the fact that numerical methods have now become a standard tool in
the field, and it is important that reliability issues become identified. One particular example
presented was that the exact composition of concrete can be of large importance in shielding of
neutrons. Unfortunately, the composition is often poorly documented, and sometimes even
impossible to know with sufficient precision, because the final porosity and water content can be
beyond control in the casting process.

Werner Rihm of GSF, Germany, presented a recent re-evaluation of the biological
information that can be extracted by judging the effects of the Hiroshima and Nagasaki nuclear
bombs. Their conclusion is that it might be possible that the relative biologic effect of neutrons
have been underestimated. Since the combined effect of neutrons and gamma rays is better
known than the contribution from each type of radiation, this might simultaneously imply that
gamma rays might be somewhat less severe than previously thought. If these results gain
acceptance, they might influence recommendations for radiation protection. It should be pointed
out, however, that the uncertainties in this type of research are large.

Takashi Nakamura of Tohoku University and National Institute of Radiological Sciences,
Japan, presented recent progress in development of phoswich detectors for fast neutron detection.
John Gueulette of Louvain-la-Neuve, Belgium, gave an overview of the present knowledge of
biologic effects of high-LET radiation. Rick Tanner of the Health and Radiation Protection
Authority, United Kingdom, presented lessons learned from EVIDOS, an EC sponsored project
which investigated the dosimetry of mixed neutron-photon fields in workplaces of nuclear
industry..



Bengt Glimelius of the Academic Hospital, Uppsala, informed about the plans for a
national facility for particle therapy to be built in Uppsala with first treatments planned for 2011.
The decision to build the new center was taken only a few days before the conference, so this
invited talk was no doubt of the largest news value.

Highlights

Selecting highlights from a conference is always a sensitive matter, because it can be interpreted
as a grading of research quality. Instead of giving our subjective view, we here report the
highlights from a media perspective. The re-evaluation of Hiroshima and Nagasaki attracted the
most wide-spread attention from media, and was reported in newspapers and national scientific
radio. The contributed presentations by Frank Cucinotta, Hooshang Nikjoo et al. on expected
doses to future astronauts on Mars missions were also reported in national radio. Newspaper
articles on the neutron beam facility at The Svedberg Laboratory in Uppsala and the research
carried out there were also prevalent, being of local importance.

Proceedings

Proceedings of the conference will be published in Radiation Protection Dosimetry in a dedicated
issue, planned for late spring 2007. Jan Blomgren and Lennart Lindborg, the latter affiliated with
the Swedish Radiation Protection Authority, are joint guest editors for this volume. They are
assisted by five co-editors, one for each session: Helmut Schuhmacher, Natalia Golnik (Institute
of Atomic Energy, Otwock-Swierk, Poland), Bo Stenerlow (Uppsala University, Sweden),
Frantisek Spurny (Academy of Sciences of the Czech Republic, Prag, Czech Republic) and Dan
Jones (iThemba LABS, Cape Town, South Africa).

Social program

A number of social events took place during the conference. The scientific and educational
history of Uppsala provided theme for an afternoon, in which the participants visited the vacation
home of Carl Linnaeus, the inventor in the 18" century of the biologic systematic system still
used, followed by a visit to the Uppsala cathedral including a choir concert. A conference dinner
was held at the historic settings of the Uppsala castle, built around the year 1500. In this dinner, a
musical program with lyrics by Dag Hammarskjold, the UN secretary general 1953-61, was
presented. His father was governor of Uppsala, and therefore Dag lived at the castle during his
adolescence years.

The local The Svedberg Laboratory, equipped with facilities for proton therapy and
neutron physics and dosimetry research, was the subject of a combined scientific and social
event, in which sandwiches and beverages were served as part of the visit.
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Next conference

The NEUDOS symposia are organized under the auspices of the European Radiation Dosimetry
Group, EURADQS, which stimulates collaboration between European laboratories in the field of
dosimetry of ionising radiation. Conferences with similar scope are not regularly organized
outside Europe, and therefore the NEUDOS conferences have become of global importance,
although with a European dominance. Recognizing this feature, NEUDOS11, will be the first
symposium in the series to be organized outside Europe. You are welcome to Cape Town, South
Africa, in October 2009!
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Data, on elastic scattering of 96 MeV neutrons from %6Fe, 89Y and 2°Pb in the angular interval
10-70° are reported. The previously published data on 2°®Pb have been extended, as a new method
has been developed to obtain more information from data, namely to increase the number of angular
bins at the most forward angles. A study of the deviation of the zero-degree cross section from Wick’s
limit has been performed. It was shown that the data on >°®Pb are in agreement with Wick’s limit



while those on the lighter nuclei overshoot the limit significantly. The results are compared with
modern optical model predictions, based on phenomenology and microscopic nuclear theory. The
data on %Fe, #Y and 2°°Pb are in general in good agreement with the model predictions.

PACS numbers: 24.10.Ht, 25.40.Dn, 28.20.Cz

I. INTRODUCTION

The study of a system consisting of an incident nu-
cleon interacting with a target nucleus requires the solu-
tion of a many-body equation. The system can, however,
be approximated by considering two bodies interacting
via a complex mean-field potential. This so called op-
tical model potential (OMP) is an important ingredient
in calculations of cross sections, e.g., elastic and inelastic
scattering, (p,n) and (n,p) reactions. In other words, a
good global optical model is a powerful tool for predict-
ing observables for energies and nuclides for which no
measurements exist.

The optical models of today predict data successfully,
but there are still needs of data for further developments.
One commonly repeated request is neutron elastic scat-
tering data at high energies [1]. The reason for this is
that above 20 MeV very little high-quality neutron data
exist. There are high-quality neutron total cross section
data on a series of nuclei up to about 600 MeV [2]. In ad-
dition, (n,p) data in the forward angular range at modest
excitation energies are available up to about 300 MeV for
a rather large number of nuclei [3, 4].

Apart from the extensive measurements of the np scat-
tering cross section [5], there are very few measurements
on neutron elastic scattering from nuclei heavier than
A = 6. Above 30 MeV neutron energy, only three ex-
periments have produced data with an energy resolution
adequate for resolving individual nuclear states; an ex-
periment at MSU at 30 and 40 MeV [6, 7], one at UC
Davis at 65 MeV [8, 9] and one at LAMPF from 65 to
255 MeV [10]. Experiments at 55, 65 and 75 MeV have
been performed at TIARA, Japan Atomic Energy Re-
search Institute, and were published in Ref. [11, 12], hav-
ing energy resolutions in the 10 — 20 MeV range. Also
available are a few measurements in the 0—30° range, be-
tween 80 and 350 MeV, all with energy resolutions of 15
MeV or more [13-17]. At small angles, this poor energy
resolution is not a drawback, as elastic scattering domi-
nates heavily. At larger angles, however, such a resolu-
tion makes data very difficult to interpret. An overview
of the neutron elastic scattering experiments is given in
Table I, where studied nuclei, neutron energies, energy
resolutions and angular ranges are shown.

In the present paper, new data on elastic neutron
scattering at 96 MeV from °°Fe and 8Y are published.
They conclude a series of measurements to which the
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previously published data on '2C, %0 and 2%8Pb be-
long [18, 19]. The analysis of the data on 2°*Pb has
been extended as part of this work and the results will
be published here. A new method has been developed
to extract more information from data, i.e., to increase
the number of angular bins for the most forward angles.
The re-analysis has not been performed for '2C and 160
as the angular distributions show little structure at small
angles. The new data on 2°%PDb supersedes those previ-
ously published.

Elastic neutron scattering at high energies is not only
of academic interest, but has several applications in in-
dustry and medicine. One major application, which has
attracted considerable interest lately, is the handling of
nuclear waste by incineration in subcritical reactors fed
by fast neutrons produced in spallation targets. New
nuclear data are requested for feasibility assessments of
these techniques. Four elements have attracted spe-
cial interest; lead as spallation/cooling material, iron for
shielding and construction, uranium as fuel and zirco-
nium as fuel cladding. Our measurements cover three
of these four requests. The deformed shape of the 233U
nucleus makes measurement of elastic neutron scatter-
ing difficult, mainly because of problems of resolving the
ground state. In our experiments, we have used 8Y in-
stead of “OZr simply because the desired amount of 2°Zr
was not possible to obtain. Instead of using natural zir-
conium, a monoisotopic target was preferred.

An interesting feature of the optical model is that it
establishes a lower limit of the differential cross section at
0° if the total cross section is known, referred to as Wick’s
limit [20, 21]. For a large range of energies and target
masses, the zero-degree cross section falls very close to
the limit. Therefore it has been suggested that this ap-
parent equality could be used for normalization in lack
of other methods [22]. The analysis of the previous data
on 12C [18] and an investigation of data from a previous
experiment at 65 MeV [9] indicate, however, that the 0°
cross sections can exceed Wick’s limit significantly. After
the publication of these two data sets, a theoretical study
of this effect has been performed, see Ref. [23]. This has
motivated a systematic study versus target mass, which
is presented in Section IV C.

This paper is organized in the following way: A pre-
sentation of the neutron facility and the detector setup
is given in Section II. The procedure of data reduction
and discussion of the results are given in Sections III and
IV. Finally, a summary and conclusions are given in Sec-
tion V.



II. EXPERIMENTAL ARRANGEMENT
A. Neutron beam and detector setup

The present experiments were performed at the The
Svedberg Laboratory, Uppsala, Sweden. A detailed de-
scription of the neutron beam facility has been published
in Ref. [24] and therefore only a brief summary will be
given here.

An overview of the facility is presented in Fig 1. Neu-
trons of 96 MeV were produced by protons impinging
on a neutron production target, consisting of lithium en-
riched to 99.98 % in "Li, using the "Li(p,n) reaction. Af-
ter the lithium target, the proton beam was bent into a
well-shielded beam dump. The resulting neutron spec-
trum consisted of a peak at 96 + 0.5 MeV (1.2 MeV
FWHM) and a low-energy neutron tail, which was sup-
pressed by time-of-flight techniques. The neutron beam
was defined by a system of three collimators. At the
scattering target, the beam diameter was 9 cm with a
typical neutron yield of 2.5:10% s~! over the whole beam
area. The neutron beam was dumped in a tunnel about
10 m downstreams of the experimental position. Neutron
monitoring was performed by a fission counter (TFBC)
and the integrated proton beam current from the proton
beam dump.

The experimental setup SCANDAL (SCAttered Nu-
cleon Detection AssembLy) was used to detect the scat-
tered neutrons (see Fig. 2). The detection of neutrons is
based on conversion to protons and detection of the recoil
protons. The setup consists of two identical arms placed
on each side of the beam, covering the angular ranges
10-50° and 30-70°. Each arm has a 2 mm thick veto
scintillator for fast charged-particle rejection, a 10 mm
thick neutron-proton converter scintillator, a 2 mm thick
AF plastic scintillator for triggering, two drift chambers
for proton tracking, another 2 mm thick AF plastic scin-
tillator which is also part of the trigger, and an array
of Csl detectors (12 on each arm) for energy determina-
tion of the recoil protons produced in the converter by
np scattering. The trigger, when detecting neutrons, is
defined by a coincidence of the two trigger scintillators,
with the front detector acting as a veto. It is also possible
to run SCANDAL in proton mode, by changing the veto
detector to accept charged particles. The total energy
resolution of the individual CslI crystals is different, and
on average 3.7 MeV (FWHM), see Ref. [24].

B. Experimental procedure

The experiments were carried out in different runs of
about one week each. Data on lead have previously been
published in Ref. [18] where details about that particular
experiment are given. Each experimental week begun
with a calibration measurement in which a CHy target
was placed in the neutron beam and recoil protons from
np scattering were detected.

After calibration, the SCANDAL setup was changed
to neutron detection mode in which the veto scintillator
signals are used for charged-particle rejection. The lower
limit of the angular range, 10°, represents an arm posi-
tion where the scintillator detectors barely avoid being
hit by the neutron beam. The largest angle, 70°, is the
upper limit where it is possible to achieve reliable statis-
tics in one week of data taking time. The overlapping an-
gular range 30-50°, allows studies of the consistency be-
tween the two arms. Four scattering targets were used, a
natural iron cylinder (91.8 % 6Fe, 5.8 % 5*Fe, 2.1 %°"Fe
and 0.3 % ®8Fe), 5 cm high and 5 cm in diameter, with
a mass of 777 g, an yttrium cylinder, 5.2 cm high and 5
cm in diameter, with a mass of 456 g, a radiogenic lead
cylinder (88 % 2°%Pb, 11 % 206Pb and 1 % 2°7Pb), 6.3 cm
high and 2.9 cm in diameter, with a mass of 444 g, and
a carbon cylinder, 5 cm high, 5 cm in diameter and with
a mass of 178 g, which was used to provide data for nor-
malization. Background data were recorded by removing
the scattering cylinder from the setup.

The dead time in the data acquisition system varied
with the different experiments. For iron, yttrium and
lead, it was around 14 %, 6 % and 4 %, respectively, and
for the background measurements about 2 %.

ITII. DATA ANALYSIS
A. Calibration

The data were analyzed offline event-by-event using
the ROOT package [25].

In a first stage, the time information from the drift
chambers was converted to positions. The angular infor-
mation and detector hit positions of the particle trajecto-
ries were calculated, based on the obtained drift chamber
coordinates. It was required that the the calculated co-
ordinates of the detected particle corresponded to a posi-
tion within the volume between the trigger scintillators.
The coordinates were also used to trace the trajectories of
the protons, which in turn were used to establish the hit
positions for the CsI detectors and the conversion points
in the converter scintillator.

Each Csl detector was calibrated individually with np
data from the calibration runs.

Two calibration peaks in each Csl detector were iden-
tified; the pedestal channel corresponding to zero-energy
deposition in the detector, and the np scattering peak.
A linear relationship was assumed between pulse height
(PH) and deposited energy. The energy of the np peak
was obtained by calculating the energy loss of the proton
through the detector setup from the target to the Csl in
question. The centroid channel was determined by fitting
a gaussian to the np peak.

Each plastic scintillator has two PM tubes attached to
one of the longer horizontal sides. They were calibrated
by choosing a narrow, central section of the scintillator,
i.e., where the distance is approximately the same to both



PM tubes and where it can be assumed that these detect
half the light each of the deposited energy. Also for the
plastic scintillators, the pedestal channel and the proton
peak were used as calibration points. The total deposited
energy of the plastic scintillators (AFE) was obtained by
adding the contribution from the two PM tubes. The
shape of the plastic scintillators give rise to a geometric
effect, i.e., protons with the same energy yield slightly
different AFE signals depending on where they hit the
detector. The deviation from the expected AFE value was
mapped over the detectors as a function of the location
in the scintillator, both horizontally and vertically, and
could subsequently be compensated for.

To obtain the correct energy loss throughout the whole
detector setup, the energy losses in materials where the
proton is not detected, such as detector wrapping, drift
chamber foils, drift chamber gas and air, were calculated.

Finally, the total energy of the charged particle was
calculated as the sum of the different contributions from
the detectors and other materials. This resulted in
excitation-energy spectra for the different angles in the
laboratory system related to the position of the Csl crys-
tal in which the proton was stopped.

B. Data reduction

Protons were separated from other charged particles,
mostly deuterons originating from the converter scintilla-
tor, by a AE — E technique. A two-dimensional cut was
applied to a scatter plot where the sum of the detected
energy losses in the two trigger scintillators was plotted
versus the energies in the Csl detectors. Since the Q-
value for 2C(n,d) is —13.7 MeV, there is no physical
background of deuterons in the energy range of elastic
scattering and this cut is not crucial for the extraction of
elastic scattering events.

To reject events from the low-energy tail of the neu-
tron spectrum, a time-of-flight (TOF) cut was used. The
TOF was defined as the time difference between the first
trigger detector and a signal from the cyclotron radiofre-
quency system. This information is, however, not impor-
tant for the present experiment as a low-energy neutron
in the beam cannot induce emission of a full-energy neu-
tron from the scattering target.

In previous experiments using the SCANDAL setup,
(see Refs. [19, 24, 26]), each CsI crystal defined an an-
gular bin. For the present experiments, however, the Csl
area for the crystals at the most forward angles, where
the statistics allow such a procedure, has been divided
into two areas to obtain more data points. This resulted
in 36 angular bins for *Fe, 32 bins for %Y and 30 for
208Ph. The statistics were better for the iron experiment
and therefore allowed more Csl detector hit areas to be
split up.

To distinguish which events belonged to which bin, a
scatter plot with the horizontal and vertical hit positions
was constructed. In these scatter plots, two-dimensional

cuts were applied in order to select the accepted hit area.
Since the energy determination for events where a proton
passes through more than one Csl detector is very poor,
due to large straggling effects in Csl wrapping materials,
it was important that the position cuts were set in such a
way that the protons were completely stopped in a single
detector.

Since the converter scintillator contains both carbon
and hydrogen, neutrons can be converted to protons by
the 12C(n,p) reaction instead of the desired np scattering,
i.e., H(n,p). The Q-value for the 2C(n,p) reaction is
-12.6 MeV meaning that at forward angles, an energy
cut is sufficient to distinguish between the two reactions.
At conversion angles larger than about 20°, the proton
energies from the two processes overlap and it cannot
be decided from which reaction the proton originates.
Therefore, an opening angle criterion was set, demanding
that the conversion angle be less than 10°. The procedure
described above was also applied to the background data.

Up to this point, the data reduction was performed
event-by-event. Subsequently, the data were stored in
excitation-energy histograms, one for each angular bin.
Background data were subtracted from the signal spec-
tra after normalization to the same neutron fluence and
taking dead time into consideration. The corresponding
operations were also performed to produce variance his-
tograms, to be used later for estimation of the statistical
errors.

C. Extraction of elastic scattering events

To obtain the number of elastic scattering events at
each angle, gaussians were fitted to the ground state peak
and the lowest excited states, and subsequently, the area
of the gaussians were calculated. An example of this is
given in Fig. 3. The heights, positions and widths of the
ground state gaussians were treated as free parameters.
The same width was used for the gaussians describing
low-lying excited states, but the heights were allowed to
vary independently. The centroids of the inelastic states
were fixed relative to the ground state peak by the en-
ergy calibration. At excitation energies of about 10 MeV
and up, protons from the '2C(n,p) reaction in the con-
verter formed a rather structureless distribution, approx-
imated by a gaussian. The width and the height of the
corresponding gaussian were treated as free parameters.
Simultaneously, a spectrum function was constructed to
describe the entire spectrum to 14 MeV above the ground
state peak. The choice of which inelastic states to include
was a rather pragmatic decision, based on visual inspec-
tion of the excitation spectra and by studying proton
inelastic scattering at nearby energies, as well as neutron
inelastic scattering at lower energies. For °6Fe, a gaussian
was fitted to the excited state at 4.5 MeV [27], and for
89y, gaussians were fitted to states at 5.0, 7.0 and 9.0
MeV [28].

The variance of the number of elastic scattering events



was extracted by applying this method also to the vari-
ance histograms. At large angles, the fitting procedure
described above could not be used due to poor statistics.
For those angles, the ground state yield was extracted by
integration, with limits determined by visual inspection.

D. Cross section calculation and normalization

The number of neutrons in the beam was given by ei-
ther the fission counter (TFBC) or the integrated proton
beam current. The number of target nuclei was calcu-
lated from the weight and volume of the scattering tar-
get. The solid angles for protons detected in the CsI
crystals are individual for each crystal depending on the
distance to the target and the size of the accepted detec-
tion area. A computer code was developed to calculate
this, see Ref. [18]. The code also takes into account the
neutron energy (which varies with neutron angle) as it
will affect the conversion probability, due to the energy
dependent np cross section. The result is individual ef-
fective solid angles for each Csl, containing the geometric
solid angle and the probability that a converted proton
hits the crystal.

The same code was used to calculate the average neu-
tron scattering angle for each bin. Since the energy res-
olution is different for individual Csl crystals, the low-
energy continuum originating from the “Li(p,n) reaction
will contribute differently to the full-energy np peaks at
different angles and hence to the ground state peaks in
the excitation-energy spectra. This contribution, which
is a function of the peak width [29] has been determined
using experimental neutron spectra for the "Li(p,n) reac-
tion measured by Byrd and Sailor [30]. Correction fac-
tors for this effect were used when calculating the cross
section. The effect is typically around 3 % and always
less than 6 %.

The proton detection efficiency has contributions from
the efficiencies of each drift chamber plane, the efficiency
of selecting the correct drift chamber wire in multiple-hit
events and the Csl efficiency. The total drift chamber
efficiency has been measured to 0.75 + 0.10 (an average
of 0.93 per plane). The efficiency of selecting the correct
wire has been measured to 0.93 (0.98 per plane) and the
Csl efficiency, i.e., the probability that a proton slowing
down in the CsI crystal does not undergo a nuclear reac-
tion before coming to rest, to 0.92 + 0.01. This makes a
total proton detection efficiency of 0.64 £ 0.10.

The absolute scale of the cross sections was given by
the number of neutrons in the beam. The TFBC, how-
ever, has an uncertainty of more than 10 % and therefore
further normalization was required. The data on iron and
yttrium were measured relative to carbon. In Ref. [18] a
new normalization procedure was introduced, using the
known data on the total cross section and the reaction
cross section, to calculate the total elastic cross section
to which the elastic differential cross section was nor-
malized. For carbon, the normalization uncertainty was

estimated to 3 %. Measuring relative to carbon has been
adopted by us as a secondary standard for normalization
of our data. We estimate the normalization procedure to
have an uncertainty of about 5 %.

Since extended targets have been used for the present
experiments, corrections for neutron attenuation and
multiple scattering were necessary. These corrections
have been performed using a Monte Carlo code [31]. As
input to the code, an angular distribution in the labo-
ratory system was given, in this case the experimental
data obtained with SCANDAL. After conversion to the
c.m. system and calculation of the attenuation, the code
simulated the experiment. The aim of the program was
to find a distribution that, when used as input for the
simulation, resulted in an output reproducing the mea-
sured angular distribution. For the new dataset on 2°¢Pb
this turned out not to be a good method as the angular
distribution showed so prominent structure that the code
could not succesfully describe it. Instead a simulation of
the experiment was carried out by an MCNPX [32] cal-
culation, using the cross section predicted by the ENDF-
VI/B library [33]. First, the code simulated elastic neu-
tron scattering using a point target of 2°Pb. The second
step was to simulate the reaction using a lead cylinder of
the actual size of the experiment. The two angular dis-
tributions obtained were compared and correction factors
could be calculated from the ratio of the two simulations.
Finally, the data on 2°®Pb were corrected for the content
of 296Pb,

E. Estimation of experimental uncertainties

A thorough investigation of the experimental uncer-
tainties is described in Ref. [18] and therefore only an
overview will be given here.

Since the purpose of the present experiment has been
to obtain a set of relative differential cross section data,
which is finally normalized using previously known infor-
mation, only uncertainties that affect the shape of the
angular distribution are of importance.

The random error is due to counting statistics and in-
cludes contributions from the background subtraction.
It varies significantly with scattering angle, due to the
steepness of the cross sections.

The Monte Carlo simulation for correction of multiple
scattering, adds a statistical error to the point-to-point
uncertainty. The total statistical errors, including both
these contributions, are calculated in the program and
given as output together with the corrected angular dis-
tribution. The results are listed in Tables II, IIT and
IV. In addition to the total errors, the relative statistical
errors in the measurements, i.e., before corrections, are
shown.

The correction (< 6 %) for the contribution from the
low-energy continuum of the Li(p,n) spectrum to the
np scattering peak introduces a systematic uncertainty
that varies with peak width and is therefore different for



each Csl crystal due to their individual energy resolu-
tions. Assuming a relative uncertainty of 10 % in the
correction, an error in the data of at most 0.6 % arises.

For nuclei like 2°8Pb which have a pronounced angu-
lar dependence for the elastic scattering differential cross
section, small uncertainties in the angular information
can produce significant uncertainties in the result. The
effect is present also for iron and yttrium but is not as
strong. The angular uncertainties in the present experi-
ment are dominated by the incomplete knowledge of the
positions of the target and the drift chambers. Both these
are known to slightly better than 1 mm, resulting in an
angular uncertainty of about 1°. This uncertainty re-
sults in an equal shift of all data points produced by
the same SCANDAL arm. The drift chambers contain,
however, many drift cells, which work as physically in-
dependent detectors, each with its own TDC for time
recording. Imperfect calibration can produce conversion
position errors up to about 0.5 mm, which corresponds
to about 0.5° shift of the presumed angle. This uncer-
tainty is randomly distributed among the data points.
The uncertainties are given in Tab. II-IV.

IV. RESULTS AND DISCUSSION
A. DModel predictions

Angular distributions of elastic neutron scattering
from %9Fe, 3Y and 2°%Pb are presented in Fig. 4, where
they are compared with phenomenological (left panel)
and microscopic (right panel) optical model predictions.
The theoretical curves have been folded with the experi-
mental angular resolution to facilitate comparisons with
data.

It is important to realize that the phenomenological
and microscopic formed optical potentials are critically
different, not only in their formulation but also in their
intent. The phenomenological approach is a data driven
formulation. Data is required in advance to define the
parameter values of the potential. On the other hand,
microscopically formed optical potentials are predeter-
mined, and their success or not in reproducing measured
data reflects on whatever inadequacies there may be in
the underlying facets of their formulation.

Predictions by a phenomenological global optical
model potential (OMP) of Koning-Delaroche [1] are given
by the solid curves in the left panel of Fig. 4. This global
OMP is valid for incident nucleon energies between 1 keV
and 200 MeV and masses from 24 to 209. It is based on a
smooth functional form for the energy dependence of the
potential depths, and on physically constrained geome-
try parameters. An extensive collection of experimental
data sets for different types of observables was used to
determine the parameters of this OMP.

The dotted line in the left panel of Fig. 4 shows the
result of a scattering calculation performed in 1990 by
Kozack and Madland [34], using their global nucleon-

nucleus intermediate-energy potential based on Dirac
phenomenology for 2°8Pb [35]. The potential con-
tains scalar and vector terms, based upon the Walecka
model [36], and includes isospin dependence through
a relativistic generalization of the Lane model [37].
The isospin dependence was determined by simultane-
ous least-squares adjustment with respect to measured
proton elastic scattering and neutron total cross section
observables. Symmetrized Saxon-Wood form factors are
used, and the potential contains a total of 20 parameters
to describe nucleon scattering from 20%Pb in the energy
range 95-300 MeV.

An OMP calculation by Romain and Delaroche [38],
based on a dispersive OMP approach treating non-
locality in a manner similar to that of Buck and Perey [39]
for energy dependencies, is presented as the dash-dotted
line in the left panel of Fig. 4.

Comparisons were also made with the cross sections
given by the evaluated nuclear data files in the ENDF /B-
VI library, Release 6 (ENDF-6) [33] and are presented
with dashed curves in the left panel.

Amos et al. have developed a microscopic (g-folding)
prescription for the optical potentials [40]. Therein an ef-
fective, medium dependent and complex NN interaction
has been determined in coordinate space and mapped
from g-matrices that are solutions of Brueckner-Bethe-
Goldstone equations built upon the free Bonn-B NN
interaction. This effective interaction is subsequently
folded with microscopic model wave functions of the tar-
get to define a complex, fully non-local optical potential;
the non-locality arising from the nucleon exchange am-
plitudes due to the effects of the Pauli principle. The full
non-local form of the Schrodinger equations are solved.
While simple shell models have been used to define the
ground state structures for °6Fe and 3°Y, in the case of
208ph a Skyrme-Hartree-Fock model has been used in
the folding process. This structure model, obtained with
a constraint on the neutron equation of state giving a
neutron skin S = 0.16 & 0.02 fm for 2°8Pb, lead to g-
folding predictions of 65 and 200 MeV proton and neu-
tron scattering cross sections in excellent agreement with
data [41]. The predictions are presented as the solid line
in the right panel of Fig. 4.

Bauge, Delaroche and Girod have developed a Lane-
consistent, semi-microscopic OMP [43], which is built
by folding radial matter densities from a Hartree-Fock-
Bogoliubov calculation (using the Gogny D1S effective
interaction) with an OMP in nuclear matter based on
an extension of that of Jeukenne, Lejeune and Mahaux
(JLM) [46]. The result is presented as the dashed line in
the right panel of Fig. 4. This extended OMP features
strong re-normalizations of its isovector components, and
has been tested extensively against (p,p) and (n,n) data,
as well as (p,n) IAS data [43].

Haider and Saliem have developed a local microscopic
optical potential [44], where the Bethe-Goldstone inte-
gral equation is solved using the soft-core Urbana v-14
inter-nucleon potential [45] to obtain the self-consistent



nuclear matter optical potential as described in Ref. [46].
The radially dependent numerical g-matrices in differ-
ent isospin states of the two-nucleon system are obtained
as described in Refs. [44, 47, 48] and from this, the di-
rect and exchange g-matrices for incident protons and
neutrons are obtained. This was followed by folding the
g-matrices over the point proton and neutron densities in
the target to obtain the neutron-nucleus optical poten-
tial. In the present work [44], point proton and neutron
densities obtained in the relativistic mean field approach
have been used. The prediction is presented as a dotted
line in the right panel in Fig 4.

Finally, Crespo and Moro have made a prediction [49],
illustrated by the dash-dotted line in the right panel,
where the elastic observable was generated by a multi-
ple scattering expansion of the optical potential in terms
of the free NN transition amplitude, calculated in the
single scattering, ’tp’, approximation [49]. In the de-
scription of the target nucleus, there is no distinction
between protons and neutrons. For °°Fe and 8Y | the
matter density distribution is given by a Fermi density
distribution with parameters taken from Ref. [50]. In
the case of 298Pb, a two-parameter Fermi matter density
distribution with half-density radius ¢ = 6.624 fm and
diffuseness a = 0.549 fm has been used.

B. Comparison with experimental data

The three data sets were compared with the results
of the model predictions described above. The reduced
x? (from now on called x2) was calculated to investigate
the agreement between theory and data. As a normal-
ization error could produce a major y? contribution, it
was also tested to re-normalize all theory models to pro-
duce a minimum 2. It should be noted that none of the
predictions contain parameters adjusted to the present
experiment.

Visual inspection of the °Fe data and theory predic-
tions shows that all models except Crespo-Moro describe
the shape of the experimental angular distribution rea-
sonably well. x? values were calculated and the results
were 9 for Haider-Saliem, 20 for Koning-Delaroche, 36
for Amos et al. 46 for Bauge et al. and 57 for ENDF-
6. For the re-normalization test, the four data points at
the angles 21.0°, 22.6°, 24.8° and 25.3° were removed.
The reason for this is that these data points are in the
first minimum, where the formal errors are small, but
there are unknown systematic errors due to the multiple
scattering correction which we believe are large. If not
removed for the re-normalization test, they will domi-
nate the calculation. With re-normalization, all x? values
were lowered significantly. Haider-Saliem required least
re-normalization (0.95) resulting in a slightly improved
X2, but still around 9. Koning-Delaroche required a re-
normalization of 1.20 resulting in a x? value of 4. The
lowest x? was obtained for Amos et al. (3.5) with a fairly
large re-normalization (1.30). The other models require

about 25-40 % re-normalization with optimum y? val-
ues between 5 and 10. All models, except Haider-Saliem
predict a deep first minimum in the angular distribution.

The theory predictions describe the shape of the mea-
sured angular distribution of 89Y well. The lowest x?
value (1.5) is obtained for the Koning-Delaroche model
and for the other models a x? around 5 is obtained. Re-
normalization produces x2? values that are slightly lower.
The Koning-Delaroche prediction has a x? value of 1.1 for
1.08 re-normalization, while the other models produce x?2
values around 3. Amos et al. and Bauge et al. require for
optimum Y2 0.80 re-normalization , while Crespo-Moro
and Haider-Saliem require re-normalization of 0.98 and
0.82, respectively.

Comparison of the 298Pb data with the model pre-
dictions, shows that the models are in reasonably good
agreement with the experimental data. Calculations of
x? give resulting values around 3 for Bauge et al. , ENDF-
6, Koning-Delaroche and Romain et al. around 7 for
Amos et al. and Crespo-Moro, and around 12 and 16 for
Madland-Kozack and Haider-Saliem, respectively. For
the re-normalization test, three data points at 13.0°,
14.4° and 17.2° were removed. These data points repre-
sent the first minimum of the angular distribution. The
formal errors are small in this region, but there are un-
known systematical errors due to the multiple scattering
correction, which we believe are large. Re-normalization
reduces the x? value for all models, with none exceeding
5. Bauge et al. and Koning-Delaroche required 0.97 re-
normalization, ENDF-6 and Romain et al. 0.93 and the
other models 0.75 — 0.85.

C. Wick’s limit

A Dbasic feature of the optical model is that it estab-
lishes a lower limit on the differential elastic scattering
cross section at 0° if the total cross section is known.
This is often referred to as Wick’s limit [20, 21],
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For most neutron scattering experiments below 30 MeV,
it has been found that the zero-degree cross section is
very close to the limit [51, 52] and in the abscence of a
good experimental normalization this has lead to the sug-
gestion that Wick’s limit should be treated as an equal-
ity [22]. There is, however, no a priori reason why the 0°
cross section cannot exceed the limit significantly, which
has also been studied in Ref. [23]. Optical model calcula-
tions using the model of Koning-Delaroche have been per-
formed for various nuclei and energies. From those data,
the deviation from Wick’s limit has been calculated. It
was found that over a wide range of incident energies and
target masses, the deviations of the zero-degree differen-
tial cross section from Wick’s limit are small, at most a
few percent. For 2°8Pb this range is 4—80 MeV while the



corresponding range for 89Y is 10—60 MeV. The range
becomes more narrow, the lighter the nucleus. There is,
however, for all nuclei a wide energy range over which
the deviation from Wick’s limit does not exceed a few
percent, while below and above this range the deviations
are significant.

In our previous measurement [18], the data on 208Ph
was in good agreement with Wick’s limit while the '2C
data overshoot the limit with about 70 %. Investigations
of the zero-degree cross section for 0 [19], 55Fe and
89Y show that the data exceed Wick’s limit with 54 %,
14 % and 9 %, respectively (see Table V). Since our mea-
surements do not reach 0°, extrapolations using the vari-
ous models described above (except for the Crespo-Moro
model), have been used to determine the cross section at
0°. The theory models have been normalized to our data
set, so that their predicted cross section at the lowest
measured angles coincide with our measured values. The
average value at 0° of all model extrapolations has been
adopted for the Wick’s limit comparison. The estimated
error has been determined to about 10 %, with contri-
butions from the normalization procedure with a 3 %
uncertainty (see Ref. [18]), and the standard deviation of
the calculated average value.

Deviations from equality have also been observed in
the neutron scattering experiments at 65 MeV [9] and at
65 — 225 MeV [10], although not explicitly pointed out
by the authors. Based on the information in the pub-
lication from the 65 MeV experiment [9], we conclude
that the C data lie about 30 % above the limit, the data
on Si, Ca about 10 % above whereas Sn and Pb agree
with the limit. From the experiment at 65-225 MeV [10],
we conclude that the data on Ca are about 10 % above
the limit at 65 MeV and the deviation grows larger with
increasing energy to reach about 100 % deviation from
the limit at 225 MeV. The Pb data are in agreement
with the limit up to about 130 MeV. At the higher ener-
gies, the extrapolated data at 0° are about 10 % above
the limit. Comparison with Ref. [23] corroborates these
results. The extrapolated cross sections at 0° for the C
measurements [10] are, however, below our result and the
result we obtained when studying Ref. [9].

V. SUMMARY, CONCLUSIONS AND
OUTLOOK

We report differential cross sections of elastic scatter-
ing of 96 MeV neutrons from %%Fe, 3Y and 2°®Pb. The
208Ph data, previously published in Ref. [18], have been
re-analyzed, resulting in additional angular bins at for-
ward angles, where the cross section is very steep. The
new data set supersedes the old one. The overall agree-
ment for *®Fe, 3Y and 2°®Pb with predictions from the-
oretical models, both phenomenological and microscopic,
is reasonably good. These measurements provide impor-
tant input to the development of optical models, not the
least because of the scarcity of elastic neutron scattering

data above 20 MeV.

A study of the deviation from Wick’s limit has been
performed. The extrapolated 0° cross section for 2°8Pb
is in agreement with the limit, but large deviations have
been found for the lighter nuclei we have studied. These
results show the same trend as the previous neutron scat-
tering experiments at 65 MeV [9] and 65-225 MeV [10],
and are in agreement with predictions in a recently pub-
lished paper [23].

The SCANDAL setup is being upgraded with thicker
Csl crystals, which will allow for measurements at higher
energies, i.e., up to 175 MeV which is the maximum en-
ergy that can be delivered at the neutron beam facility at
the The Svedberg Laboratory (TSL). Data at this energy
will certainly be beneficial for the future development of
optical models [1].

The isovector term in optical models can be deter-
mined from neutron and proton elastic scattering data
if the data are obtained at the same energy and if they
range over a series of nuclei. Data on elastic proton scat-
tering exist already in literature and together with the
present data set on elastic neutron scattering, a determi-
nation of the isovector term should be possible. Such an
investigation is underway.
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FIG. 1: Overview of the Uppsala neutron beam facility.
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TABLE I: Neutron elastic scattering experiments with neutron energies E, > 30 MeV.

Reference Target Energy Resolution Angular
(MeV) (MeV at FWHM) range (°)
6, 7] Ca, Si 30, 40 0.15 15-140
[11, 12] C, Si, Fe, Zr, Pb 55, 65, 75 10-20 2-57
[9] C, Si, Ca, Fe, Sn, Pb 65 2.7 6-50
[13] Al Cu, Pb 84 30 2-25
[10] C, Ca, Pb 65-225 4.5 7-23
[14] Li, Be, C, Al, 96 24 1-29
Cu, Cd, Pb, U
[15] Li, Be, C, N, O, 136 27 0-20
Al Cu, Cd, Pb
[16] C, Al, Cu, Cd, Pb 155 60 3-30
[17] C, Al, Cu, Sn, Pb 350 15 1-20
[18, 19] C, O 96 3.7 10-70
Present experiment Fe, Y, Pb 96 3.7 10-70
25F
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FIG. 3: Example of spectrum functions used to extract the
number of elastic scattering events. The gaussian fitted to
the ground state peak is solid. The gaussian at 7 MeV is
dotted. The distribution of protons from '>C(n,p) reactions
in the converter is dash-dotted and the barely visible state at
5 MeV is dashed. The inelastic state at 9 MeV (only visible
in the right panel) is described with a dash-dotted line. The
sum of the contributions form the spectrum function drawn
as a thick solid line. See the text for details.



TABLE II: Differential cross sections for elastic neutron scat-
tering from °°Fe at 96 MeV. The total statistical errors in
the column “Ado/d€Q)” include random errors constituted by
counting statistics and contributions from the multiple scat-
tering corrections, while the column “Arel.” shows the rela-
tive statistical errors in the experiment, before these correc-
tions are made. The columns “Aang.” refer to cross section
uncertainty due to the angle uncertainty in the measurement,
as described in the text.

Ocm. do/dQ Ado/dQ Arel. Aang.
(Deg.) (mb/sr) (mb/sr) (%) (mb/sr)
9.5 4734 16 0.4 522
11.1 3461 16 0.5 436
12.9 2207 11 0.5 304
14.7 1167 8.7 0.7 208
17.1 4204 4.3 0.8 89
18.5  275.9 4.8 1.2 42
21.0 130.8 3.1 1.2 5.0
22.6 121.3 3.3 14 2.0
24.8 112.8 3.3 1.8 0.5
25.3 143.6 3.2 1.5 1.0
259 105.3 2.8 1.9 1.5
26.7 108.0 2.6 1.8 2.5
28.4 110.5 2.6 1.9 9.0
29.2 809 1.7 1.8 5.5
29.6  84.2 2.1 2.1 5.5
30.8  68.1 1.9 2.3 2.5
322 479 1.7 2.8 4.5
33.6  40.2 1.6 2.9 3.0
33.6  36.9 1.5 3.0 3.0
35.2  21.0 1.1 3.6 5.0
373 157 0.8 2.7 1.0
376 134 1.0 3.9 0.8
39.2 14.1 1.0 4.2 0.8
41.5 10.3 0.6 3.7 0.1

42.3 7.8 0.7 6.2 0.3
43.5 6.4 0.6 7.1 0.3
46.0  10.7 0.5 4.3 0.3
47.0 4.9 0.4 7.5 0.4
50.2 4.9 0.4 6.4 0.3
51.0 3.7 0.4 7.2 0.2
54.4 1.3 0.3 8.6 0.1
54.6 2.3 0.4 8.1 0.1
58.6 1.0 0.3 16 0.04
62.6  0.65 0.22 31 0.05
66.6 1.0 0.2 16 0.04

70.6  0.48 0.13 21 0.01
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TABLE III: Differential cross sections for elastic neutron scat-
tering from 3°Y at 96 MeV. See Table II for details.

Ocm. do/dQ2 Ado/dQ Arel. Aang.
(Deg.) (mb/sr) (mb/sr) (%) (mb/sr)
9.5 5632 65 0.7 960
10.8 3478 45 0.8 750
13.0 1663 33 1.2 393
14.4  539.2 16 1.8 204
171 208.2 8.9 2.7 34
18.5  227.5 114 3.1 5.5
21.0 238.6 10.5 2.8 8.0
22.6 2723 12.9 3.0 5.0
24.8  200.3 12.5 3.9 23
25.3 1741 9.8 3.5 50
26.1 1494 9.7 4.1 17
26.7 118.4 8.0 4.2 17
28.4 91.0 7.7 5.3 17.5
29.2 54.0 5.0 5.7 9.0
29.8 50.6 5.7 7.1 4.0
30.8 48.8 5.0 6.4 2.0
33.0 26.9 2.7 6.3 0.8
34.5 29.6 2.7 5.7 0.1
37.2 24.3 2.8 7.1 1.0
38.4 22.0 2.3 6.6 1.0
41.5 12.0 8.9 1.7 1.3

42.8 5.9 1.2 12.6 1.0
46.0 6.9 1.2 10.7 0.3
47.1 5.5 1.2 13.4 0.3
50.2 4.7 1.3 16.5 0.2
51.0 6.0 1.4 14.6 0.2
54.4 4.2 1.1 15.7 0.2
54.6 3.8 1.2 19.6 0.2
58.6 1.5 0.6 25 0.1
62.6 1.3 0.5 0.3 0.02
66.6 1.4 0.7 31.5  0.03

70.6 0.7 0.4 36.3  0.04
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TABLE IV: Differential cross sections for elastic neutron scat-
tering from 2°®Pb at 96 MeV. See Table II for details.

Ocm. do/dQ2 Ado/dQ Arel. Aang.
(Deg.) (mb/sr) (mZésr) (%) (mb/sr)

9.8 4396 1.0 1783
10.8 1792 28 1.3 869
13.0 961 28 1.9 89
14.4 623 18 2.1 88
17.2 640 15 2.1 34
18.5 787 16 2.0 89
21.0 287 10 3.1 82
22.5 282 13 3.7 39
24.8 171 12 5.0 4.0
25.3 119 8.3 5.3 9.8
25.9 132 12 5.0 7.3
26.7 103 7.1 5.8 4.5

29.5 128.6 5.3 3.6 114
30.0 109.6 4.1 3.5 12.6
334 521 3.4 5.3 10.7
344 344 2.7 6.0 4.7
37.6  29.6 2.4 6.8 1.0
38.7  26.3 2.2 7.4 0.2
419 18.7 2.0 9.3 3.1
432 183 1.9 8.9 2.8

46.3 7.6 1.3 12 0.2
47.2 8.6 1.3 12 0.1
50.3 5.9 1.0 15 0.4
51.0 8.8 1.3 13 0.6
54.6 3.4 0.9 22 0.5
54.9 3.5 0.7 18 0.6
59.3 2.0 0.7 26 0.1
63.6 1.0 0.5 43 0.2
67.2 0.5 0.4 66 0.1
71.2 0.7 0.5 52 0.1

TABLE V: Wick’s limit, (or/47X)?, with an error of at most 1 % coming from the determination of the total cross section,
and the differential cross sections at 0°. The error for the extrapolated cross section at 0° contains contributions from the
normalization procedure and the standard deviation of the calculated average value of the extrapolated cross section at 0°.
Predictions from Ref. [23, 53] are also tabulated.

Nucleus Wick’s limit do(0°)/dQ Ratio (present data/Wick’s limit) Pred. by [23, 53]
2C 0.77 1.3+£0.13 1.70 £0.17 -
160 1.30 2.04+0.2 1.54 +0.15 -
56 e 10.4 120+ 1.3 1.14 +0.12 1.22
89y 20.9 22.7+2.2 1.09 + 0.10 1.13

208pp 63.7 60 + 14 0.95 + 0.22 1.03
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FIG. 4: Angular distributions of elastic neutron scattering
from *°Fe (closed circles), Y (squares) and ***Pb (open cir-
cles) at 96 MeV incident energy. Only statistical uncertanties
are shown. The %°Fe and Y data have been multiplied with
10~* and 1072, respectively. Left panel: predictions by phe-
nomenological optical model potentials (OMP) The thick dot-
ted horizontal lines show Wick’s limit for the three nuclei.
Right panel: predictions by microscopic OMP. The curves
are identified in the text.
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Abstract: In systems of three nucleons, there are forces present that cannot be derived
from summation of two-nucleon interactions. For obvious reasons, these forces are called
three-nucleon forces, or more generally, three-body forces. In principle such three-body
forces can be found in many physical systems, but it turns out that few-nucleon systems
display particularly strong effects. In this article, an introduction to three-nucleon forces is
presented. Recent experimental work corroborating the existence and nature of these forces
are shown, with emphasis on neutron-deuteron scattering.

What are three-body forces?

From the days of Galilei until today, physics has been remarkably successful in describing
complex phenomena of many-particle systems by summing two-body interactions. It is known
on fundamental grounds, however, that in some cases there must exist special force effects
when many particles are present, effects which are not there in two-body systems.

Before dealing with the nature of three-body forces, it might be useful to tell what three-body
forces are not. Once | heard a distinguish colleague who dismissed the entire concept of
three-body forces by stating that it is just a theory trick introduced to remedy deficiencies in
two-body forces. He claimed that if we had a better description of two-body forces, three-body
forces should not be required in the description of three-body systems. This statement is,
however, wrong.

Force effects that can be attributed to combinations of genuine two-body interactions are
normally not referred to as being three-body forces. Maybe the easiest way to distinguish
three-body forces is to define three-body forces as an interaction with an interaction.

O--Q OO

Figure 1.Two- and three-body forces. The dashed line represents a two-body interaction,
while the wavy line represents a three-nucleon force.

This is illustrated in Fig. 1. The dashed line represents a two-body interaction, while the wavy
line represents a three-nucleon force. In this case, the third nucleon interacts not directly with
either one of the two other nucleons, but with the exchange quantum of the two-body force
between the first two nucleons. Such an interaction would not occur if the two-body force
between the first two nucleons would not be present.

We can make a human analogy to three-body forces: jealousy (see Fig. 2). Let us presume
we have a man, his wife and his best (male) friend. All these have two-body interactions. If an
erotic interaction between the wife and the friend takes place, jealousy will occur. This new
interaction is the visible result not of the two-body forces between him and his wife or
between him and his friend, but of the interaction between him and the force between his wife
and his friend. Thus, this effect cannot be reduced to a summation of independent two-body
forces.
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Figure 2. Jealousy, an example of a human three-body force.

With the definition above, we can realize that there are several types of three-body forces, as
displayed in Fig. 3. This example is taken from nuclear physics, i.e., the strong interaction in
the nuclear sector. This is not the only place where three-body forces should be present, but
for reasons explained later, few-nucleon physics is the domain in which these effects are the
strongest.
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Figure 3. Different types of three-nucleon forces. The interaction in panel (a) is not a genuine
three-nucleon force, because it can be reduced to two consecutive two-nucleon interactions.
In (b), however, the first interaction modifies the second nucleon, and therefore the interaction
between the second and third nucleon is not reducible to two consecutive two-nucleon
interactions. This is an example of a typical two-pion-exchange 3N interaction. In (c), one
nucleon exchanges a scalar meson or a vector meson (double line) with a pion. In (d), there is
a correlation between two of the nucleons while the pion is “in flight”.

Where should we look for three-body forces?

As stated above, nuclear physics is not the only place where three-body forces should be
present, but few-nucleon physics is the theatre in which these effects are the strongest. This
can be understood from some rather general physics arguments.

It is reasonable that two-body effects in general are much stronger than three-body forces,
just because of time. A three-body interaction can take place only during the time when an
exchange quantum is traveling from one body to the other, and a third object is within reach.
Two-body forces, on the other hand, can always take place. A second pre-requisite is that the
interaction between the third body and the exchange particle between the first two objects
needs to be fairly strong.

These two arguments provides some guidance on where to look for three-body forces. In the
case of gravitation and electromagnetic interaction, the interaction has infinite range. Thereby,
it is possible for any object to interact with very many objects more or less simultaneously.
Therefore, disentangling three-body forces from the sum of all two-body interactions taking
place can be expected to be very difficult. Moreover, for both gravitation and the
electromagnetic interaction, the coupling between the exchange quantum and another



incoming force carrier is weak. In the case of electromagnetism, the coupling constant a is
1/136, which ultimately makes three-body force effects at most of the order of less than one
per cent. This is not primarily an experimental problem, because measurements of
electromagnetic properties can often be performed with very high accuracy, but a problem in
the interpretation of the data.

Figure 4. A possible three-body interaction between electrons.

Another problem in electromagnetism is that three-body forces become complicated — and
correspondingly weaker — because the exchange particle, the photon, cannot couple to other
photons. This makes the most simple interaction diagrams forbidden, and only higher-order
interactions can take place. An example of a possible three-body interaction between
electrons is presented in Fig. 4. Since photons cannot couple to photons, a loop of virtual
fermions is needed to propagate the three-body force. This process does, however, contain
eight vertices, making the absolute strength negligible.

One could, naively, think that a photon emitted by one electron could fluctuate into a fermion-
antifermion pair, and that another photon could couple to either one of these (anti)fermions.
This process, where two photons go into one photon is, however, forbidden since the
electromagnetic interaction conserves charge conjugation (C-symmetry), and photons are C-
odd.

The strong interaction is of particular interest because there the coupling is strong (well, you
can hear that already on the name!), and since the exchange particles can interact with other
exchange particles, the suppression mechanisms in electromagnetism should not be present.
Before continuing the search for a favourable case, we need to make a distinction because
the strong interaction has a Janus face, resulting in apparently different mechanisms in nuclei
and free elementary particles.

At a more fundamental scale, strong interactions take place between quarks and gluons. Due
to the fact that gluons, the mediator of the strong interaction, carry colour charge, they can
interact directly with each other. A gluon emitted by one quark can couple to another quark, or
to a gluon emitted by another quark. In the latter case, three-body forces can occur, as
illustrated in Fig. 5.

Figure 5. A possible three-body interaction between quarks.

In principle, contributions of the type in Fig. 5 should affect properties of baryons, but it turns
out to be very difficult to identify them. The reason is that the strong interaction does not
generally allow perturbation theory to be used. Perturbation theory is valid if all vertices are
hard (i.e., large momentum transfer), but at this order (four vertices), many other diagrams
must be taken into account, thus complicating the calculations. In a realistic case, however,
the vertices are more likely to be soft (small momentum transfer) and then perturbation theory
cannot be used, not even for two-body interactions. It is difficult to imagine any kind of
perturbative (and thereby calculable) process where three-quark forces would play a non-
neglible role. Moreover, it is hard to think of any measurement that might be sensitive to such
a contribution.



This leaves us with the strong interaction in the nuclear sector as the most promising
candidate for a hunting ground for three-body forces. In nuclei, the strong interaction is not
carried by the fundamental exchange particle (gluons), but by composed objects (mesons).
Mesons can couple to other mesons, and thereby three-body forces are possible in reaction
mechanisms with a fairly small number of vertices, which should make them relatively strong.
Moreover, the coupling in each vertex is rather strong, and thereby the three-body forces do
not have to be dramatically weaker than the two-body interaction. Thus, few-nucleon physics
should be a good place when searching for three-body forces.

Three-body forces in nuclear physics

The obvious place to look for three-body forces is in three-nucleon (3N) systems. The most
well-known indication of the existence of 3N forces is the binding energies of the two bound
3N systems, 34 and %He. Of these, the binding energy of 3y provides the most stringent
theory test, because present-day 3N models cannot take Coulomb interaction into account.
Thus, a 3N system without Coulomb repulsion is a better test case than one containing two
protons.

No present-day NN interaction theory can reproduce the binding energy of 3y (nor of 3He), if
computing the binding as the sum of 2N interactions. Typically, all theory underpredicts the
binding by about 700 keV or so. Given that the binding energy is about 8 MeV, this is a
serious discrepancy. Inclusion of 3N models solves that problem. Since the binding energy is
very well known experimentally, it is actually used to calibrate 3N theory. What is done then is
to compute the binding energy with a combination of 2N and 3N forces, tuning parameters of
the 3N force to match the experimental binding energy.

Not only the binding energy, but also other bound-state properties, are affected by 3N forces.
For instance, the description of "H and 3He form factors is also improved when including 3N
forces.

Although bound-state information is a good starting point, scattering data are needed to get
more guidance on the 3N interactions. At the low-energy limit, the nd (and pd) scattering
lengths are sensitive to 3N forces. For instance, the nd doublet scattering length can be used
to fix two important theory parameters. Recently, the coherent nd scattering length, which is
almost equivalent to the doublet nd scattering length, has been measured at very low neutron
energy (about 10 meV, i.e., below thermal energy) [1]. This experiment showed that 3N forces
are necessary to get reasonably close to the experimental value, but it also showed that none
of the combinations of 2N and 3N forces on the market could perfectly describe the data.
Thus, there is certainly room for improvement in the theoretical description.
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Figure 6. Nucleon-deuteron scattering cross sections at 12 and 140 MeV. The solid lines
refer to calculations combining 2N and 3N forces, whilst the long-dashed and dotted lines
refer to calculations based on 2N interactions only. The rather flat dashed lines in both panels
refer to cross section calculations based on 3N theory only.



The region where there is most activity at present is in intermediate energy nuclear physics,
i.e., at energies in the 100-300 MeV range [2]. There are good reasons for this. In general, it
can be said that if 2N forces are strong, detection of signatures for 3N effects will be
experimentally difficult. At energies lower than about 50 MeV, the cross sections for pp and
np scattering are large, reflecting that 2N interactions are strong. Not surprisingly, no
significant signatures of 3N forces have been found in scattering experiments below 50 MeV,
with the exception of the extreme low-energy experiment above. The reason that extreme low
energy is useful is that at such low energy, very precise data (+ 0.1 %) can be obtained with
interferometry techniques, while at higher energies standard detection methods typically
result in about 5 % uncertainty.

In general, the signatures for 3N forces get gradually more visible the higher incident energy
is used. This is illustrated in Fig. 6. With a slight oversimplification, it can be said that the 3N
force contributions to the pd and nd scattering cross sections are rather flat with angle, whilst
the 2N contributions are preferentially peaked at 0 and 180 degrees.

The latter can be understood from the dominating mechanism of 2N interaction, one-pion
exchange. In np scattering, the exchange quantum is a pion that can either be uncharged (no)
or charged (r*), as illustrated in Fig. 7 [3].

n p n p
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Peaks at 0 deg Peaks at 180 deg

Figure 7. Simplified diagrams of the one-pion contributions to the np scattering cross section.

In n° exchange, the cross section is forward peaked, whilst in n* exchange, the neutron
changes into a proton and the proton into a neutron. Thus, the neutron and proton exchanges
identity with each other, which results in a peak at backward angles for the outgoing neutron
(i.e., the proton that formerly was a neutron is emitted in the forward direction) relative to the
incident neutron direction. This makes two peaks in the np scattering cross section, as
illustrated in Fig. 8.

do/d0

Figure 8. Schematic illustration of the np scattering cross section if one-pion exchange were
the only contributing mechanisms.



In nn scattering, charged 1pions cannot be exchanged and therefore the cross section only
contains the forward peak . Thus, in nd scattering, which if no 3N forces were present could
be described as the sum of nn and np scattering, one would expect the cross section to be
peaked at 0 and 180 degrees, with the 0 degree peak being larger. Admittedly, this
description is an oversimplification, because one-pion exchange is not the only mechanism
involved, but it gives a rough idea why the spectrum looks the way it does.

Returning to the nd scattering cross sections displayed in Fig. 6, it can be seen that the cross
section actually peaks at 0 and 180 degrees, as expected from the simple model described
above. Three-body force contributions are generally small, and display relatively flat angular
distributions. At 12 MeV, the 2N interactions are so strong that they overwhelm the 3N
contributions at all angles, and it is not possible to identify 3N effects in cross section
measurements. At these energies, other observables, like spin degrees of freedom have to be
employed in the search for 3N force effects. At 140 MeV, the 2N interactions are much
weaker, making it possible to identify 3N force effects in the cross section minimum at around
120-150 degrees [2].

Recent experimental work on three-nucleon forces

Until recently, essentially all experimental information came from pd scattering. That pd data
are much more abundant than nd data is no surprise. It is just a consequence of that neutron
beams are so difficult to produce. The primary reason for running nd scattering is that
present-day 3N theory models cannot treat Coulomb repulsion in an exact way. Therefore, all
theory models used for comparisons with pd data are actually calculations of the nd cross
section (sometimes with a rather phenomenological Coulomb correction), and it is implicitly
assumed that Coulomb effects are small. Testing this assumption is of vital importance to the
further development of the field. If it can be conclusively shown that Coulomb effects are
indeed negligible, pd data can be used with much better confidence to benchmark various 3N
theories.

Studies of nd scattering has also other beneficial properties. One problem in all experiments
of this type is the absolute normalization of cross sections. In pd scattering, it has happened
that the proton beam heats the target, leading to evaporation of deuterium, which can lead to
an error in the cross section determination. In the case of neutron beams, no such heating
takes place. Problems with uncertainties due to uneven target thickness also are less
important with neutron beams. Another advantage of neutron-induced reactions is that
several targets can be used simultaneously. Thereby np and nd scattering can be studied at
the same time with the same detector, which in turn means that the ratio of np (2N) to nd (3N)
scattering can be measured much more accurately than each of the cross sections
separately. This is important because it allows an accurate identification of 3N effects.

An important deficiency of present 3N theory is that all models are non-relativistic. This
indicates that the most stringent tests should be performed at relatively low energy to
minimize the relativistic effects. This is, however, not the whole story. If you want to get a full
understanding of 3N forces, it is not sufficient to study scattering at one energy only. Slightly
oversimplified, it can be said that different momentum transfers in the reaction correspond to
different interaction distances. Therefore, to map out how 3N forces vary with distance,
different momentum transfers have to be studied, and this means that a range of incident
energies have to be used.

Recently, results from two high-quality nd scattering experiments have been published, one at
95 MeV [4-6] and one at 250 MeV [7]. These two measurements complement each other in a
very nice way, because of the arguments presented above. Three-nucleon effects are hard to
see at all below 65 MeV, while they give contributions of about 30 % in the cross section
minimum at 95 MeV incident energy. With typical experimental uncertainties of about 5 %, 3N
effects should be clearly visible. Thereby, 95 MeV should be about the lowest useful energy.
It should be expected that relativistic effects are modest at this energy, while they could be
significant at 250 MeV. On the other hand, Coulomb effects typically gets smaller at high
energy, so the Coulomb contributions should be larger at 95 MeV than at 250 MeV.

! To be correct, the resulting cross section nevertheless displays a backward peak, because the two
outgoing neutrons cannot be distinguished.



| nd elastic angular distribution at 95 MeV I

E : ®  Combined data
;‘G I : .::'Z;.._i O Chamberlain pd data
© CD Bonn without 3N
0 ) I — CD Bonn with 3N
u o% -.------- Chiral perturbation theory

II]I\Il

v by e by by e by b e by
80 100 120 140 160 180

©cm

(=]
[
o
£
(=]
[=1]
o

Figure 9. The neutron-deuteron scattering cross section at 95 MeV [4]. The solid dots are nd
data, whilst the open symbols are (very old) pd data. The solid line is a cross-section
prediction based on 2N forces only, while the dashed line is a prediction taking 3N
contributions into account. The dot-dashed line is a calculation based on chiral perturbation
theory, in which 2N and 3N contributions are treated simultaneously.

The results at 95 MeV are presented in Fig. 9. As can be seen, theories involving 3N forces
do better account for the data. The most interesting region is blown-up in Fig. 10. The dual
error bars represent statistical errors only (inner bar) and total errors including systematical
errors (outer bar). When comparing the data with various theory models, typical values of xz is
around 20 for predictions not taking 3N forces into account, while they are about 2-3 for
models including 3N effects.
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Figure 10. The neutron-deuteron scattering cross section at 95 MeV, i.e., the same as Fig. 9,
but a blown-up view of the cross section minimum.

A fairly large contribution to the xz in the analyses above is due to the normalization of data.
For a given theory model, by renormalizing data with up to 4 %, which is the quoted
normalization uncertainty, X2 could be reduced from above 2 down to about 1. One way of
making the data independent of the normalization is to analyze the ratio of np to nd scattering
obtained simultaneously with the same setup. This is presented in Fig. 11. In this case, X2
vg\lues around 1 are found for two different theory models, and the others studied reside in the
y* = 2-3 range.
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Figure 11. The ratio of nd and np scattering cross sections in the minimum region. The raw
data are the same as in Figs. 9 and 10, but with this presentation, the normalization errors
cancel.

Thus, it can be concluded that 3N theory gives a very good description of data at 95 MeV.
The situation is different when going to 250 MeV, as illustrated in Fig. 12. Also here, the
inclusion of 3N forces improves the description of data, but not all the way. Models including
3N forces still underpredict the data in the critical angular range, but they do a better job than
pure 2N theory.

What causes these discrepancies is at presently not known, but it is a common presumption
that they are primarily due to relativistic effects. It has, however, been attempted to include
relativistic effects approximately, and this makes some improvement, but not at all to the
extent needed.

005
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Figure 12. The nd scattering cross section at 250 MeV [7].The light blue band (dashed lines)
contains predictions of 2N models, while the red band (close to the solid line) represents
models taking 3N effects into account.

Next issue is Coulomb effects. At 250 MeV, precise pd data have been published, allowing a
detailed analysis of Coulomb effects when confronted with nd data, as illustrated in Fig. 13.
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Figure 13. The ratio of pd and nd scattering cross sections at 250 MeV [7].The upper and
middle panels show theory predictions of this ratio, while the lower panel shows the
systematic uncertainties in the ratio data.

As can be seen in Fig. 13, the data deviate significantly from the theory predictions. Overall,
the ratio is close to unity, but there is an oscillatory behaviour. If this is not due to
experimental artifacts, one possible explanation could be isospin dependence in the 2N or 3N
models, or both.

Figure 14. The ratio of nd and pd scattering cross sections at 95 MeV (filled symbols).The
error bars display the full uncertainty, statistical and systematical, with respect to the nd data.
An additional 5 % uncertainty should be attributed to the pd data. The pd data have been
measured at 90 MeV, and have been scaled down by 8 % to take the energy dependence of
the pd cross section into account. The data at 250 MeV [7] is shown as unfilled symbols.

In Fig. 14, the ratio nd/pd data at 95 MeV is displayed. There is no high-quality pd experiment
at 95 MeV, but recently data at 90 MeV have been published [8], and an experiment at 100
MeV is under analysis [9]. In the figure, the 90 MeV data have been used, scaled to 95 MeV
(8 % reduction in cross section, derived from the energy dependence of predictions based on
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the AV18 2N force [10] in combination with the U-IX 3N force [11,12]). No theory prediction of
the Coulomb correction is presently available at this energy. It can be noted that like at 250
MeV, the nd data are above the pd data at 95 MeV in the 100-160 degree range, although
slightly less so. It should be noted, however, that, if the pd data are renormalized further down
by 5 %, which is their reported systematic uncertainty, the effect is compatible with the
situation at 250 MeV.

Although scattering data are the most sensitive to 3N effects, it has also been found that
inclusion of 3N forces improves the description of the nd total cross section [13]. The total
cross section is not as sensitive as such, but on the other hand the total cross section can be
measured with an uncertainty of about 1 %, i.e., an order of magnitude more precisely than
elastic scattering data.

Although the present paper is focused on nd scattering, it is impossible not to even briefly
mention the main conclusions drawn from pd scattering experiments. Due to the favourable
conditions compared to neutron-induced experiments, there are much more data on pd
scattering than nd scattering. Such measurements can be performed in relatively small
increments in beam energy, allowing the energy evolution of 3N forces to be mapped out in
some detail. Another important aspect is that spin degrees of freedom are easier to study.
Proton beams can be polarized to a high degree, whilst highly polarized neutron beams are
very difficult to obtain.

If briefly summarizing the results from the wealth of pd experiments, a few main findings can
be mentioned. First, in most (or even close to all) cases the inclusion of 3N forces moves the
prediction in the right direction, compared to predictions based on 2N forces only. This does
not mean, however, that the description always get better. Sometimes the inclusion changes
the prediction by such a large amount that the deviation is even larger than before, but on the
other side of the data.

Personally, | am not too worried about such shortcomings. If the 3N forces move the
predictions in the right direction, the fact that the magnitude is wrong is in most cases
possible to remedy by adjustment of various theory parameters. If the effects go the wrong
way, it is most often a sign that the underlying physics processes assumed are incorrect,
which is a much harder problem.

Another important pd result is the description of spin observables. In general, | think it is fair to
say that inclusion of 3N forces do not improve the description of spin degrees of freedom to
the extent they do for cross sections.

Are there four-body forces?

With the modern 3N forces at hand, it is possible to calculate the binding energies of heavier
systems, i.e., four nucleons or more. The a particle binding energy is very well described with
2N and 3N forces, suggesting the role of 4N forces to be negligible [14]. If 4N forces are
insignificant, it is reasonable to presume that 5N forces and to even higher order are also not
of significance.

Recently, binding energies of light nuclei up to carbon (A=12) have been performed with good
agreement if 2N and 3N forces are combined [15,16]. The inclusion of 3N forces generally
improve the description by increasing the binding energies, but also by rearranging the level
order and improving the level spacing of low-lying states.

Outlook

With the recent experiments, it seems today as the main challenges are theoretical. The
uncertainties in the experimental data are far smaller than the theory uncertainties. The most
important theory challenges are to make the calculations relativistically correct, and to get
Coulomb repulsion under good control. On the experimental side, one major challenge is to
perform studies of spin observables with neutron beams. Another area of possible
experimental development is break-up experiments. Such experiments have been performed
in the pd system [17]. High-quality data on nd breakup would present a major experimental
challenge, but possibly worth the effort since some predictions indicate that very strong 3N
effects should be present in some kinematics configurations of the outgoing particles [18].
Attempts to study these effects experimentally are underway [19].
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Abstract

Three-body force effects have been studied in neutron-deuteron scattering at
95 MeV. Three different experiments, performed with different experimental
setups, have been used to provide data covering the full angular distribution
with unprecedented precision in the region of the cross section minimum,
where three-nucleon forces are expected to be significant. The use of different
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setups allow detailed studies of systematic effects in the experimental data.
Measurements of the ratio between neutron-proton and neutron-deuteron
scattering have been performed to provide data free from systematic uncer-
tainties related to cross-section normalization. The data display significant
deviations from predictions based on two-nucleon interactions only, while
they are perfectly described by theories including three-nucleon forces.

1 Introduction

The nucleon-nucleon (NN) interaction can be used as a basic tool to describe
the properties and interactions of nuclei. For this purpose, NN potentials,
which are based on meson-exchange theories, have been developed: the most
widely used ones are the Paris potential [1], the Argonne AV18 potential [2],
the CD-Bonn potential [3,4] and the Nijmegen potentials [5]. After proper
adjustment of the free parameters, these models are able to describe very
well a restricted pp and np data base below 350 MeV [6].

The next step to demonstrate the success of this approach is to test
the NN potentials in three-nucleon (3N) systems. Quantitative descriptions
of 3N systems can be provided rigorously by using NN potentials in the
Faddeev equations [7]. However, theoretical considerations indicate that the
description of systems made of more than two nucleons is not complete if
three-body forces are not taken into account (and, in principle, also four-
body forces, five-body forces, etc.). Formally, 3N forces can be represented
by introducing a 3N potential in the Faddeev equations. The most widely
used 3N potentials are the Tucson-Melbourne [8,9] and Urbana [10,11] forces.
As a first experimental evidence, the 3H and 3He binding energies can be
reproduced model-independently taking 3N forces into account [12], while
calculations using only NN interactions underestimate them by typically
half an MeV [3]. Interestingly, the *He binding energy can also be described
correctly with combined NN and 3N forces [13], indicating that the role of
four-nucleon forces is not significant.

The ultimate goal of nuclear physics would be to have a single consistent
theory that could describe both nucleon and nuclear properties and dynamics.
As pointed out in, e.g., Refs. [6] and [14], an appropriately tailored effective
field theory, rooted in the symmetries of QCD, might be a tool powerful
enough to succeed in such an ambitious program, at least for few-nucleon
systems. In particular, chiral symmetry breaking can be analyzed in terms
of an effective field theory, called chiral perturbation theory (CHPT). This
model can be applied to describe consistently the interaction between pions
and nucleons, as well as the pion-pion interaction. Calculations made within
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the CHPT framework at next-to-next-to-leading order implicitly include 3N
forces [15,16]. Calculations at the next higher order were made recently
[17,18], allowing for instance an excellent description of NN phase shifts.

Experimental investigations of three-nucleon systems are essential for de-
termining the properties of 3N forces. Besides the *H and 3He binding en-
ergies, a number of observables that may reveal the effects of 3N forces
have been identified. We will concentrate our discussion to nucleon-deuteron
scattering in the energy range 65—250 MeV. At these energies, significant
3N-force contributions can potentially be seen in the elastic scattering an-
gular distribution [19,20] as well as for various spin-transfer observables in
elastic scattering [7]. In addition, observables in the break-up process in var-
ious kinematical configurations are also expected to provide signatures of 3N
forces [21,22]. Existing proton-deuteron elastic scattering data between 65
and 250 MeV can be found in Refs. [23-35], and proton-deuteron break-up
data in Refs. [36-40]. Except for Refs. [23,26], these data were obtained with
polarized beams, and polarization observables could be extracted. Compar-
ison of experimental analysing powers with theoretical predictions show a
puzzling picture where data and predictions agree only partially with each
other. Many of these results call for a better understanding of the spin struc-
ture of the three-nucleon forces: possible solutions could be a refinement of
the 3N force terms in CHPT [15] or the introduction of new types of diagrams
in the 3V potentials [41]. While polarization observables are extremely valu-
able especially for studying the details of the 3N interactions, in order to
validate the whole approach of introducing 3N forces at all, an observable
that would give a clear and unambiguous signal is desirable. As pointed
out in, e.g., Ref. [19], the differential cross section of nucleon-deuteron elas-
tic scattering is expected to reveal substantial effects of 3N forces in the
minimum region of the angular distribution. This can be understood in the
following way: the contributions from NN interactions are strongly forward
and backward peaked, while the contributions from 3N interactions should
be roughly isotropic. Thus, the 3/N-force contribution to the cross section
would be particularly significant relative to NNV interactions in the angular
range of the cross-section minimum. Around 100 MeV, the effect of 3N forces
is expected to increase the cross section by about 30% in the minimum, as
predicted [19] by Faddeev calculations including the Tucson-Melbourne 3N
force [8] with parameters adjusted to the triton binding energy.

Thus, both neutron-deuteron (nd) and proton-deuteron (pd) elastic scat-
tering differential cross sections should provide robust investigations of 3N
forces. The existing pd elastic scattering data [23-29,32-34] tend to show the
expected effects in the cross-section minimum: the descriptions are generally
improved when taking 3/ forces into account. The contribution from the
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Coulomb interaction in pd scattering is not known with certainty to be neg-
ligible in the minimum region, thus complicating the interpretation of these
results. Recent calculations suggest that Coulomb interactions should not
result in significant effects in the minimum of the pd elastic scattering angu-
lar distribution above 65 MeV [42,43]. The question of Coulomb effects—and
thus also the question of 3V force effects—can be definitively settled by nd
scattering experiments. There are nd data at 67 MeV [44] consisting essen-
tially of an analyzing power measurement. Three nd experiments at 95 MeV,
previously reported in Refs. [45-47], agree well with the predictions including
3N forces. Existing data at 152 MeV [48] give the same picture. Recent data
at 250 MeV [49], together with pd data at the same energy [33], reveal an
effect in the cross-section minimum which is too large to be accounted for
by any theory. At such large energies, part of the explanation for this failure
could be the lack of a full relativistic treatment in the calculations. Pioneer-
ing studies [50,51] show that relativistic effects are expected to increase the
cross section in the region of backward angles at large energies. At 95 MeV,
the energy of the present work, such effects are not expected to contribute
significantly.

In the present work, data from three nd scattering experiments are pre-
sented. By detecting either the scattered neutron or the recoil deuteron,
we were able to cover the angular range from 15 to 160 degrees in the c.m.
system. By using two different detector setups in various configurations, we
could keep the systematic uncertainties under control. Additionally, by mea-
suring the neutron-proton (np) scattering differential cross section and, in
the case where scattered neutrons were detected, also elastic scattering in
carbon (i.e., the '2C(n,n) reaction), the systematic error due to uncertainties
in the normalization factors was minimized.

The present np data give supplementary information about the np an-
gular distribution at 95 MeV (for previous data, see, e.g., Refs. [52,53]). In
many experiments, neutron cross sections are measured relative to the np
cross section [53], i.e., it is used as a cross-section standard. Neutron-proton
scattering plays an important role in nuclear physics, since it can be used to
validate NN potentials and to derive a value of the absolute strength of the
strong interaction. The extensive database of np differential cross sections is
not always consistent and, not unrelated, there are still problems with the
determination of a precise value of the 7NN coupling constant [6,54, 55].

In the nd experiment where the scattered neutrons were detected, we
could also obtain elastic scattering angular distributions for carbon and oxy-
gen at 95 MeV, which are not discussed further here. Besides their interest
in fundamental nuclear theory, these data are relevant for medical treatment
of tumors with fast neutrons as well as in dosimetry, since the human body
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Figure 1: Schematic view of the Uppsala neutron beam facility before its
upgrade in 2004.

contains significant amounts of carbon and oxygen. Recoil nuclei from elastic
and inelastic scattering are expected to account for more than 10% of the
cell damage, the rest being mainly due to np scattering and neutron-induced
emission of light ions [57,58]. The oxygen data may also be relevant for
future incineration of nuclear waste in subcritical reactors fed by a proton
accelerator, where the nuclear fuel might be in oxide form. These data were
obtained as by-products of the target handling, e.g., due to the use of heavy
water as deuterium target.

2 Experimental procedure

2.1 Neutron beam and detector setups

A full account of the experimental details and analysis procedures have been
published in Ref. [47], and only an introduction is presented here. The present
experiments were performed with the two experimental setups MEDLEY [59]
and SCANDAL [60] at the neutron beam facility (before upgrade, see Fig.
1) at The Svedberg Laboratory in Uppsala, Sweden. This facility has been
described in detail in Ref. [60], and therefore only a brief outline will be given
here. The neutrons were produced with the “Li(p,n)"Be reaction, using a 98

b}
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MeV proton beam of about 5 pA hitting an 8 mm thick neutron production
target consisting of lithium enriched to 99.98% in “Li. The resulting neutron
spectrum consisted of a high-energy peak at 94.8+0.5 MeV with an energy
spread of 2.7 MeV (FWHM) and a low-energy tail which was suppressed by
time-of-flight techniques. After the production target, the proton beam was
bent into a well-shielded beam dump where the beam current was integrated
in a Faraday cup for relative beam monitoring consistency checks. At the
MEDLEY target position 9.15 m after the neutron production target, the
neutron beam was about 8 cm in diameter and had an intensity of about
5%10% s7tem™2. At the SCANDAL target position 10.70 m after the lithium
target, the beam was about 9 cm in diameter and had an intensity of about
4x10* s~'em™2. The neutron beam was transported in a vacuum system
which was terminated with a 0.1 mm thick stainless steel foil at the exit
of the MEDLEY chamber. Immediately after the foil, two fission detectors
were mounted for relative monitoring of the neutron fluence: one monitor was
based on thin-film breakdown counters (TFBC) [61] and the other one, which
was more stable and had much better statistics, on an ionization chamber
(ICM). The MEDLEY target, the vacuum chamber exit foil, and the neu-
tron monitors were thin enough to consider the neutron beam as negligibly
affected.

The MEDLEY vacuum chamber is a cylinder of 80 ¢cm inner diameter.
Targets were mounted onto frames attached to the center of the ceiling, with
a remote control allowing to switch between up to three different frames
without opening the vacuum chamber. Eight telescopes were placed on rails
emerging radially at 20° separation from each other on a rotatable table.
Two silicon detectors and one Csl detector could be mounted inside each
telescope. Thin (50 or 60 um thickness) and thick (400 or 500 pm thickness)
silicon detectors were available. The Csl crystals were thick enough to detect
protons with energies up to 110 MeV. This combination of silicon detectors
and Csl crystals allowed light ion detection, identification and energy mea-
surement in the energy range 3—110 MeV. In order to define precisely the
active detection area (and solid angle), either active plastic scintillators or
passive aluminum rings were used as collimators. A full description of the
MEDLEY setup is given in Ref. [59].

The SCANDAL (SCAttered Nucleon Detection AssembLy) setup, pre-
viously described in Ref. [60], consists of two identical arms that can be
positioned on either side of the beam and rotated around the target posi-
tion. Each SCANDAL arm was equipped with a 2 mm thick veto scintillator
for charged-particle rejection, two converter scintillators of 20 mm and 10
mm thickness for neutron-proton conversion, a 2 mm thick AF plastic scin-
tillator for triggering, two drift chambers (DCH) giving two horizontal and

6
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two vertical coordinates for proton tracking, another 2 mm thick AF plastic
scintillator for triggering, and an array of twelve Csl detectors that defined
twelve angular bins. The Csl detectors as well as the plastic scintillators
were read out by photomultiplier (PM) tubes. The Csls had one PM tube
each, and the scintillators two each, mounted adjacent to each other on one
of the longer, horizontal sides. The proton energy resolution was on average
3.7 MeV (FWHM) [60], varying between the individual Csl crystals due to
internal properties of the detectors. The setup could be used for direct detec-
tion of protons or deuterons coming from the target by simply removing the
veto and converter scintillators. This option allowed to measure np and nd
elastic scattering at backward angles. In proton/deuteron detection mode, a
multitarget (MTGT) box permitted to use up to seven targets at the same
time, sandwiched between multiwire proportional counters (MWPCs). In
this way it was possible to determine in which target the reaction took place
and to veto charged particles in the beam.

3 Results and discussion

The final results for np and nd scattering, recently reported in Refs. [45-47],
are shown in Fig. 2. The nd differential cross section is shown in the middle
panel. For the data in proton/deuteron detection mode, the ratio of nd
to np— a quantity which is independent of the absolute normalization—is
plotted in the bottom panel as a function of the proton/deuteron angle in
the laboratory.

The np data are valuable in the sense that they increase the database in
the intermediate energy region, where the systematic uncertainties are not
always under satisfying control. Many applications involve measurements
relative to the np cross section, and new data are therefore most welcome.
The np data from the three present experiments are in good overall agreement
with each other and with predictions based on modern NN interactions. This
allows us to validate the quality of the nd data since the np and nd differential
cross sections were measured under essentially the same conditions.

The nd data agree well with each other in the regions where they over-
lap. We can compare them with Faddeev calculations using various NN
potentials, and see if the description is improved when including 3N poten-
tials. The curves obtained with the CD-Bonn NN potential [4] including
(dashed line) and not including (solid line) the Tucson-Melbourne 3N po-
tential TM99 [9] are shown in Fig. 2. Predictions obtained with the Argonne
AV18 NN potential [2] and the Nijmegen potentials Nijm1l and Nijm2 [5],
which can also be combined with the TM99 3N potential, are not shown in

7
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elastic scattering differential cross sections at 95 MeV. The theoretical curves
for nd scattering were obtained with Faddeev calculations [19] with the CD-
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Figure 3: The present nd data (filled dots) in the angular range 80°<
O..m. <160°. The solid, dashed, and dotted curves were obtained from Fad-
deev calculations with the Argonne AV18 potential [2] without 3N forces,
with the Tucson-Melbourne (TM99) 3N potential [9], and with the Urbana
IX 3N potential [11], respectively. The gray band was obtained from chiral
perturbation theory at next-to-next-to-leading order [15].

this figure since they give very similar predictions. In the minimum region,
our data are well described by the Faddeev calculations including the TM99
3N potential, while they are incompatible with the same calculations with-
out 3N forces. This behavior is also observed when considering the ratio of
the nd to the np cross sections (bottom panel of Fig. 2), which is free from
normalization uncertainties. The AV18 potential can also be combined with
the Urbana IX 3N potential [11]. The curve obtained with this choice for the
3N force (shown as a dotted line in Fig. 3) gives a different description than
the curve obtained with the TM99 3N potential (dashed line). The theoret-
ical prediction obtained from CHPT at next-to-next-to-leading order [15] is
shown as a gray band in Fig. 3.

It is quantitatively illustrative to compute the reduced x? between our
data and the calculations for the nd differential cross section in the minimum,
i.e., in the angular range 80°< 0., <160° (the 17 data points shown in Fig.
3). The reduced x? for different choices of the potentials used in the Faddeev
calculations are listed in Table 1. When no 3N forces are included, the
x? are unreasonably large, in minimum 18. The best description is given
by the CD-Bonn potential (version 1996) with the TM99 3N force, with
a x? of 2.1. With the AV18 potential, the nd differential cross section is
slightly better described with the TM99 3N potential (x* = 2.3) than with

9



J. Blomgren et al. Three-body forces in nd scattering

Table 1: Reduced x? between the present measured nd differential cross
section in the minimum (80°< 0., <160°, or all points shown in Fig. 3)
and the Faddeev calculations with different models for the potentials, either
without 3N forces or combined with a 3N potential.

NN potential Without 3N TM99 [9] Urbana IX [11]
AV1S 2] % 2.3 35
CD Bonn (1996) [3] 21 2.1 -
CD Bonn (2001) [4] 18 2.2 -
Nijm1 [5] 21 3.2 —
Nijm2 [5] 25 24 —

Table 2: Reduced x? for the ratio of the nd to the np differential cross sections
in the minimum (10°< 6, <46°, or all points shown in the bottom panel
of Fig. 2). The present data are compared with calculations with different
models for the potentials (for nd scattering, either without 3N forces or
combined with a 3N potential).

NN potential Without 3N TM99 [9] Urbana IX [11]
AVIS 2] 17 2.7 1.2
CD Bonn (1996) [3] 13 0.6 -
CD Bonn (2001) [4] 12 1.7 -
Nijm1 [5] 15 3.8 -
Nijm2 [5] 18 2.8 -

the Urbana IX potential (x? = 3.5). The CHPT prediction at next-to-next-
to-leading order gives a x? of 6.5 (not given in the table). Note that the
deviations from unity may be partly due to the normalization uncertainties
in the data [46]. For this reason, the ratio of the nd differential cross section to
the np differential cross section— in this ratio, many sources of uncertainties
(including the uncertainty in the absolute normalization) are cancelled out—is
a more practical observable for testing the models. The reduced y? between
our data (for the 13 data points shown in the bottom panel of Fig. 2) and
calculations using different NN and 3N potentials for nd scattering are listed
in Table 2. When the ratio is considered, the AV18 potential combined
with Urbana IX gives a near-perfect description (x* = 1.2), and the best
description is still given by CD-Bonn (1996) + TM99 (x? = 0.6).

The present nd data can be compared with pd data at the same energy
to examine the effects of the Coulomb force in pd scattering (see Fig. 4).

At 250 MeV, precise nd and pd data have been published, allowing a
detailed analysis of Coulomb effects [62]. The data deviate significantly from
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Figure 4: The ratio of nd and pd scattering cross sections at 95 MeV (filled
symbols).The error bars display the full uncertainty, statistical and system-
atical, with respect to the nd data. An additional 5 % uncertainty should
be attributed to the pd data. The pd data have been measured at 90 MeV,
and have been scaled down by 8 % to take the energy dependence of the pd
cross section into account. The unfilled symbols show the same ratio at 250
MeV [62].

the theory predictions. Overall, the ratio is close to unity, but there is an
oscillatory behaviour, with nd cross sections about 20 % lower than pd around
90 degrees, and 20 % higher than pd around 120-160 degrees. If this is
not due to experimental artifacts, one possible explanation could be isospin
dependence in the 2N or 3N models, or both.

In Fig. 4, the ratio nd/pd data at 95 MeV is displayed. There is no high-
quality pd experiment at 95 MeV, but recently data at 90 MeV have been
published [63], and an experiment at 100 MeV is under analysis [64]. In the
figure, the 90 MeV data have been used, scaled to 95 MeV (8 % reduction in
cross section, derived from the energy dependence of predictions based on the
AV18 2N force [2] in combination with the U-IX 3N force [11]). No theory
prediction of the Coulomb correction is presently available at this energy.

It can be noted that like at 250 MeV, the nd data are above the pd data
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at 95 MeV in the 100-160 degree range, although slightly less so. It should
be noted, however, that, if the pd data are renormalized further down by 5
%, which is their reported systematic uncertainty, the effect is compatible
with the situation at 250 MeV.

4 Conclusions

We have measured the full nd angular distribution at 95 MeV in three inde-
pendent experiments, using the MEDLEY setup and the SCANDAL setup
either in deuteron or neutron detection mode. The absolute normalization
was obtained relative to either the np cross section or the total 12C(n,n) elas-
tic scattering cross section, with an accuracy of £4%. We obtained excellent
precision in the angular range of the nd cross-section minimum. The data are
in good agreement with Faddeev calculations using modern NN potentials
and including 3N forces from a 2m-exchange model, while the calculations
without 3N forces fail to describe the data. CHPT calculations at next-
to-next-to-leading order represent an improvement compared to calculations
with NN forces only, but still underestimate the data in the minimum region.

The present experimental work provides valuable pieces of information
with the purpose of being able to describe nuclear interaction from the basic
interactions between nucleons. The np and nd data help to refine the NN
and 3N potentials as well as effective field theories, which can be applied
in systems of more than three nucleons. Thanks to the ongoing advances in
computational resources, microscopic calculations directly producing nuclear
shell structure from two- and three-nucleon potentials have become feasible
and have been attempted for nuclear masses up to A=13 [11,65]. The inclu-
sion of a 3NN potential in these calculations has generally a positive effect on
the nuclear binding energy and on the level ordering and level spacing of the
low-lying excitation spectra. The success of this method depends on the qual-
ity of the 3N potentials, which can be effectively tested versus experimental
data in three-nucleon systems.
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Abstract. A Co-ordinated Action has been launched with the ambition to establish a durable network on nuclear
data efforts that are important in the context of minimising the high-level waste stream of nuclear energy. This implies
optimal incineration of all actinides that nowadays constitute spent nuclear fuel, in critical and sub-critical reactors. As
a consequence, the scope of the CA encompasses transmutation in fast critical reactors as well as sub-critical systems
(ADS). The purpose is to identify the needs for improved nuclear data, assess the present status of knowledge, and to
estimate what accuracy can be reached with state-of-the-art techniques.

1 Introduction

The EC-supported Coordination Action (CA) CANDIDE, Co-
ordination Action on Nuclear Data for Industry Development
in Europe, addresses the following two objectives:

— Establishment of better links between academia, research
centres and industry end users of nuclear data. This is
reflected in the project name.

— Assessment of nuclear data needs for advanced nuclear
reactors. The emphasis is on the radioactive waste issue,
i.e., either waste transmutation in critical or sub-critical
devices or minimizing the production of nuclear waste in
future nuclear reactors, as envisaged in some fast critical
systems.

For a long time activities concerning all aspects of nuclear
data for commercial nuclear power reactors, i.e., nuclear data
production, theory, evaluation, validation and industrial use,
have been part of a well-organized international community,
monitored by large international organizations, like OECD.
Recently, a new nuclear data community has been formed
around the production of nuclear data for accelerator-driven
systems, while the other ingredients of traditional nuclear
data work (e.g. evaluation and validation) have to a large

a Presenting author, e-mail: jan.blomgren@tsl.uu.se

degree been missing up to now. The present project aims
at establishing links for this new community to the existing
structure of coordinated nuclear data activities in general, and
to provide links to industry in particular.

Another recent development in Europe has been the en-
largement of the EU, which opens new possibilities in the
realm of nuclear data. Integration - both of different research
communities and between new and previous member states -
is an important objective of the CANDIDE project. Moreover,
improved training and integration are essential parts of the
CA, exemplified by the development of a European course on
nuclear data to be part of the project.

In the public literature, the concept of transmutation
is quite often used in a restricted sense, synonymous to
accelerator-driven systems for incineration of spent nuclear
fuel. CANDIDE has been designed with the intention to
consider transmutation in a broader, more general sense, i.e.,
incineration of spent nuclear fuel by changing the nature of
the elements through nuclear reactions. As a consequence, the
scope of the proposed CA will encompass transmutation in
fast critical reactors as well as sub-critical systems (ADS).
The purpose of CANDIDE is not to produce new experimental
data or evaluations, but to review the current modes of nuclear
data production, assess the present status of our knowledge,
estimate what accuracy can be reached with state-of-the-
art numerical simulation techniques, identify the needs for
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improved nuclear data, and suggest appropriate actions to be
taken to meet those needs. A large fraction of the existing data
were obtained far back in time, and it might be beneficial to
identify cases where new experiments on already measured
reactions could exploit technology improvements. Key input
is expected from industrial partners, since they are closely
involved in application of nuclear data libraries and their
performance.

The final result of the CA will be a report describing the
state-of-the-art and giving recommendations to EC outlining
how nuclear data research should be organized in FP7 and
beyond. Moreover, the organisation of workshops and a train-
ing course will lead to broader European involvement in the
subject.

2 Nuclear data for transmutation of spent nuclear
fuel

In the public debate of today, the concept of transmutation has
often become synonymous with accelerator-driven systems
(ADS) for incineration of nuclear waste. This is not surprising,
because ADS represents a very innovative option, while the
use of critical reactors represent a more conventional alterna-
tive. In CANDIDE, however, we will consider transmutation
in a very broad sense, not restricted to a particular system
or scenario. Presently, nuclear waste transmutation options
are investigated as part of reactor and fuel cycle studies for
existing reactor types (PWR, BWR, CANDU), i.e., GEN-III,
for evolutionary designs of existing reactors, GEN-Il1+ (EPR,
AP600, etc), for GEN-1V reactors (SFR, GFR, LFR, MSR,
SCWR, VHTR) or for dedicated transmuters (such as ADS).
All these activities generate a significant amount of nuclear
data needs either for the feasibility phase of these studies or
for the performance phase.

Up to now, there has been a very large research volume
spent on data on neutron-induced nuclear reactions up to 20
MeV. This was carried out from around 1950 until today, and
was motivated by the needs in the development of civil nuclear
power, as well as weapons applications and fusion technology.
During the last decade, nuclear data at higher energies have
been in the limelight due to the discussions about ADS.

The approaches in these two disciplines differ signifi-
cantly. This is neither a surprise nor a bad choice, because the
underlying physics differs significantly, resulting in different
research strategies. Below 20 MeV, a single cross section
can be of paramount importance to the entire application.
An example is the neutron capture resonance at 6.7 eV in
238 that provides the Doppler effect so important for the
stability of critical reactors. Moreover, some cross sections
are fundamentally inaccessible to theory, in particular in the
resonance region. As a result, at low energies more or less
complete data coverage for major elements is required. Above
20 MeV, the situation is fundamentally different. The cross
sections are slowly varying in energy, and the behaviour of
the system is always dictated by the sum of a large number of
reactions, none of which strongly dominates the performance.
Therefore, getting a grip on the overall picture has been a
more natural ambition in an initial stage, rather than providing
precision data on a single reaction.

Thanks to the nuclear data campaigns for ADS in FP5 and
FP6, we have now reached a stage where such an overall pic-
ture, although fairly rough in many respects, is appearing. As
a consequence, the uncertainty in modelling of various ADS
concepts due to nuclear data uncertainties have decreased
significantly during the last few years. There is, however, still
plenty of room for improvement of ADS-relevant nuclear data,
only part of which will be fulfilled by IP-EUROTRANS [1].

Up to now, nuclear data at the energies of critical reactors
(less than 10 MeV) and accelerator-driven systems (up to 1
GeV) have not been systematically treated on an equal basis.
The importance of this aspect was recently highlighted at the
International Workshop on Nuclear Data Needs for Generation
IV Nuclear Energy Systems [2], after which a WPEC sub-
group was established to investigate the nuclear data needs
for advanced reactor systems [3]. We find it important for
the further development of nuclear data activities for trans-
mutation, and even for the entire research on transmutation,
that the nuclear data from these very different regimes can be
compared and used in a consistent manner. This is a major
underlying theme of CANDIDE.

In general, the safe, economical, and reliable operation
of a nuclear reactor depends on the use of nuclear data to
predict several important characteristics of plant operation.
In the case of transmutation in general, the major benefit of
accurate nuclear data relates specifically to avoiding unneces-
sary conservatism in design and operation such as shielding
requirements, power coefficients for a core loaded with minor
actinides, and the related power requirements of the proton
accelerator for ADS systems.

Another important difference between a dedicated trans-
mutation system - critical or sub-critical - and a conventional
critical power reactor is that for the latter, deficiencies in
detailed nuclear data can partly be overcome through nor-
malizing calculations to existing reactor measurements or
experience from the operation of prototypes and test rigs.
The desire to pursue new designs (Gen-1V as well as ADS
concepts) without performing extensive reactor experiments
dictates using nuclear data that will support reactor calcula-
tions that give dependable results even without experimental
re-normalization.

On a (very) broad level, the nuclear data requirements for
transmutation of waste fall into two classes: (1) resonance
and fast neutron reactions for materials that are specific to
transmutation: unconventional structural materials, coolants
and (in the case of ADS) targets, and minor actinides, whose
abundance in the core is much larger than in a conventional
reactor, (2) energy regimes that extend beyond the fast neutron
region (up to hundreds of MeV) for the above materials
and conventional materials. The first class applies to any
transmutation method, i.e., including critical reactors, whereas
the second class exclusively applies to ADS. In this project,
we will consider both classes. Although the motivation for the
present project arises from waste minimization using novel
reactor types, conventional power reactors can still benefit
from the outcome of the CA. Indeed, nuclear data needs
that apply to a critical power system, in general also apply
to transmutation systems, critical as well as sub-critical. For
example, the important interplay between 238U fission, capture
and inelastic scattering, is crucial for a precise determination
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of criticality. Minimizing the uncertainties in these data is also
important for transmutation systems. One interest of the CA is
to identify needs that are common to various applications.

3 Training and networking

CANDIDE is not limited to involvement of existing activities,
but will also promote growth for the future. Therefore, an
important part of the project is the development of a dedicated
training course on nuclear data for young professionals, the
European course on EXperiment, Theory and Evaluation of
Nuclear Data (EXTEND) to be held in Budapest. The target
group of this course are young professionals, primarily re-
cently employed staff in industry and at research centres, as
well as PhD students in the field.

Summer schools in nuclear engineering (e.g., the Eugene
Wigner School on Reactor Physics [4] within the ENEN [5]
association or the Frederic Joliot - Otto Hahn summer
school [6]) are regularly organized, and there are relatively
frequent summer schools on fundamental nuclear physics. Up
to now, however, there have been few initiatives to bridge these
two communities. EXTEND has been designed to fill this gap.

Besides the development of EXTEND, other activities on
training and mobility of young industry professionals and
researches, as well as European integration are also foreseen.
The most visible example is the planned extension of NEMEA
workshops [7], organized by IRMM, which are included in
the CA. The previous NEMEA workshops have been targeting
nuclear data research in Eastern Europe, but will now be en-
larged to be open to all Europe. Our intention is to make these
workshops meeting places for all European scientists in the
field, including the nuclear industry, which has previously not
been the case. The outcomes of two previous such workshops
have been beneficial for the present proposal, in so far that they
have promoted valuable links between old and new member
states in general, and scientists from these in particular.

4 Project strategy

As has been described above, we have identified possibilities
to enlarge the nuclear data activities in Europe by integrating
the new research communities (ADS research, new member
and candidate states) into the already existing structures for
nuclear data work, and CANDIDE will address these issues
by organizing open workshops intended for bridging gaps
between these communities. Moreover, the project itself has
been designed to make industry a more visible player in
the research-related activities via the top-down approach of
CANDIDE. Last but not least, the development of a new
course for young professionals is in line with these goals, but it
is also intended to foster closer links between nuclear physics
and reactor physics.

The project involves a wide range of industry partners.
Three reactor construction or manufacturing organizations are
represented. AREVA (France) is a leading manufacturer of nu-
clear reactors in Western Europe, having received widespread
attention recently with the two EPRs under construction in
Finland and France. The BNFL group (UK) has a wide

range of reactors on its repertoire, gas-cooled reactors in the
UK as well as light-water reactors (LWR) manufactured by
Westinghouse. The Skoda corporation in the Czech Republic
is constructing heavy structural parts to nuclear reactors, like
reactor vessels, and are represented in the present CA via their
technical support organization, NRI ReZ.

Two power utilities, TVO (Finland) and EdF (France), par-
ticipate in the project, representing light water reactor technol-
ogy. Fuel manufacturing is represented by Nexia/BNFL and
AREVA, while reprocessing is represented by Nexia/BNFL.
Design of future ADS-related facilities is represented by
SCK-CEN (Belgium) and CIEMAT (Spain).

The validation (CEA Cadarache, NRG Petten) and evalu-
ation (CEA Cadarache, CEA Bruyeéres-le-Chatel, NRG Pet-
ten) teams of the proposed CA represent leading European
competence in the field. ITN (Portugal) contributes expertise
in nuclear data related to spallation targets. The current-
day computer power enables sophisticated nuclear reaction
modelling and validation against integral experiments with
both deterministic and Monte Carlo software.

On the experimental side, IRMM Geel is the dedicated EU
lab for reactor-relevant nuclear data (0-20 MeV), while TSL
Uppsala is the primary European facility for neutrons above
20 MeV (up to 200 MeV), which will cover important input
for ADS neutronics.

With these partners, we cover the entire chain from indus-
try to experiments, with a top-down approach. The industry
partners define the needs from the end-users perspective, and
their participation guarantees that the work is application-
oriented. The role of the non-industry partners is to assess the
possibilities to provide data of sufficient quality to meet the
application needs. As a consequence, the issue of which data
is required or need to be improved is primarily an industry
concern, while the question of how to reach those goals
is mostly dealt with by the non-industry partners. Efficient
dissemination is guaranteed by the involvement of the IAEA
and OECD/NEA Data Banks.

Improved training, as well as integration of new member
states, are important issues for the CA. Improvement of
training on nuclear data is undertaken in close collaboration
with European Nuclear Education Network (ENEN) [5], and
it brings educational resources in old and new member states
together. Additional integration is provided by the strong
involvement of industry throughout Europe. Close contacts
with the EFNUDAT [8] integrated infrastructure initiative
have been established.

5 Project scientific content

As outlined above, the project concerns the integration of
nuclear data efforts for all types of transmutation-relevant
nuclear systems, i.e., critical thermal and fast reactors, as well
as accelerator-driven systems. Up to now, various nuclear-data
projects have concentrated on different sub-sets of the global
issue. In the present CA, we attempt to unify important aspects
of these activities, with the ambition to provide a consistent
basis for comparisons of various waste transmutation options.

A general approach to nuclear data for waste management
would imply a very large project. To keep the task limited
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to a reasonable size, but still with the potential to provide
results of relevance to the assessment of various transmutation
strategies, the work has to be concentrated to a few issues that
are of key importance to both fast critical reactors and ADS.

Up to now, the nuclear data research at classical reactor en-
ergies, up to 20 MeV, and the ADS-motivated research above
20 MeV have been conducted with very different approaches.
This has made sense, because the pre-conditions have been
very different. With the recent development in nuclear data
for ADS, resulting from FP5 and FP6 projects, we believe it
is now possible to conduct research on what is common to
critical reactors and ADS. A major unifying aspect is the role
of neutrons. In both concepts, the major incineration is due
to neutron-induced fission. Moreover, other neutron-induced
reactions, like capture and scattering, play significant roles
in all these techniques. Another common aspect is that the
core will contain large amounts of minor actinides, although
the composition differs among various systems. Furthermore,
the design studies around GEN-1V type systems encompass
not only the core but also the full fuel cycle. One important
GEN-IV criterion is the reduction of radioactive waste that
is competing against other criteria such as sustainability (full
use of Uranium or Thorium ores), economics, safety and
reliability, proliferation resistance and physical protection.

As a natural consequence of this, a study that could cover
only the transmutation aspect of a core would not be complete.
We therefore envisage the project to cover all nuclear data that
have some relation to the reactors and their associated fuel cy-
cles, whether they are dedicated specifically to transmutation
(just like ADS) or if transmutation is only one of their key
features.

In the present CA, we intend to assess the data situation
for all neutron energies, from thermal and up to the highest
available (200 MeV), both experimentally and theoretically.
In the first instance, the focus of the CA should be on cores of
fast reactors and ADS. Nuclear data are of great relevance also
for irradiation effects on materials, radiation protection and a
number of other issues. A possible list of data to be studied is
given below:

— General purpose files that include (1) cross-sections in-
duced by neutrons, protons and gammas, (2) secondary
particle energy distributions, and (3) fission spectra and
energy release.

— Gamma production induced by different reaction types.

— Fuel cycle data (fission yields, spallation yields, decay
heat).

— Activation files.

Participants from nuclear industry should give guidance on
the proper parameters to be investigated and optimised. These
needs should be translated into data evaluation and measure-
ment requests, to be carried out in FP7 and beyond. Part of the
effort in this CA consists of a critical assessment of major and
minor actinide data in the latest nuclear data libraries and an
assessment of the corresponding uncertainties. This should in
a natural way lead to well-focused measurement requests.

As has been emphasized, the industrial needs will drive
the assessment within the CA. It is worthwhile to point at the
close connection of the present collaboration with the OECD-
NEA High Priority Request List for nuclear data, where such

well-defined requests are collected and reviewed to mobilise
the community for their resolution. CANDIDE will serve to
identify and propagate the EU interests in this domain and to
provide the focus for future EU research on nuclear data. Also
in the area of follow up on the formulated requests, CANDIDE
is well connected to running EC projects, especially the JEFF
project, as mentioned previously.

This work was financially supported by the European Union, contract
036397.

References

1. EUROTRANS - European Research Programme for the Trans-
mutation of High-Level Nuclear Waste in an Accelerator-Driven
System. http://nuklear-server.ka.fzk.de/eurotrans;.

2. Proceedings of the International Workshop on Nuclear

Data Needs for Generation IV Nuclear Energy Systems,
ed. P. Rullhusen (Antwerpen, Belgium, 5-7 April 2005).
http://www.jrc.cec.eu.int/gen4-workshop/main.html.

3. M. Salvatores et al., in these proceedings.

4. The Eugene Wigner School on Reactor Physics.
http://www.reak.bme.hu.

5. The European Nuclear Education Network.
http://www.sckcen.be/ENEN.

6. The Frédéric Joliot & Otto Hahn Sum-
mer School on Nuclear Reactors. http://www-

cadarache.cea.fr/fr/cadarache/ecoles/fjohss2007.htm

7. The most recent event in this series was NEMEA-3, 3rd
Workshop on  Neutron Measurements, Evaluations and
Applications, October 25-28, 2006, Borovets, Bulgaria.
http://www.irmm.jrc.be/html/events/events/nemea-3.htm

8. G. Barreau on behalf of the EFNUDAT consortium, in these
proceedings. www.efnudat.eu.



A proposal for an integral neutron data experiment in the 100-
200 MeV region

J. Blomgren®, K. Chtioui*?

1) Department of Neutron Research, Uppsala University, Box 525, S-751 20
Uppsala, Sweden

Jan.Blomgren@tsl.uu.se

2) Université de Caen, France

Abstract: Cross section data for neutron-induced nuclear reactions at higher energies than
for traditional applications of nuclear physics is required for the further development of sub-
critical accelerator-driven systems (ADS) for transmutation of spent nuclear fuel. During the
last decade, the situation on microscopic cross sections has improved significantly, to the
extent that for the most important reactions, cross section data with uncertainties of about 10
% or less are available for a few key elements at some selected energies. Based on these
data, nuclear data libraries up to about 200 MeV have been developed.

It is now motivated to make assessments of the predictive power of these libraries through
integral experiments. In this paper, we present a pre-study of such a possible integral
experiment on neutron data at two energies, 96 and 175 MeV. The reason for these two
energies is the existence the high-intensity quasi-monoenergetic neutron source at The
Svedberg Laboratory, Uppsala, Sweden. The envisaged experiment is on transmission and
scattering of neutrons when passing blocks of iron or lead, with thicknesses ranging from 10
to 100 cm. Simulations of the proposed experiment have been performed with MCNP with two
nuclear data libraries, JEFF-3.1 and ENDF/B-VI. The present project is part of the CANDIDE
(Coordination Action on Nuclear Data for Industrial Development in Europe) project.

Introduction

As outlined in many places elsewhere in these proceedings, integral experiments are an
indispensable activity in the evaluation and validation of nuclear data. Procedures for such
validation are since long well established in the classical neutron energy range up to 20 MeV,
i.e., the neutron energy range of relevance to critical fission reactors (thermal and fast), as
well as fusion applications.

With the advent of accelerator-driven systems (ADS), the energy range in which information
on neutron-induced nuclear reactions are required for design activities has been significantly
increased. In a spallation-driven system, neutrons of energies all the way up to the incident
proton energy, i.e., up to GeV energies, are present. Although relatively few neutrons reside
at these high energies, their large capability to induce, e.g., materials damage necessitates
the nuclear data libraries to be improved significantly above 20 MeV.

The ADS research activities funded by the EU have so far (FP 4, 5 and 6) been dominated by
measurements of microscopic cross sections, a fact which has been motivated by the state of
knowledge at the time these projects were launched. In particular the HINDAS project [1] in
FP5 has resulted in fairly complete data bases on neutron elastic scattering and neutron-
induced production of light ions up to about 100 MeV. In addition, fission total cross sections
up to 200 MeV on a series of nuclei are now available, to a large extent thanks to ISTC
projects. Total cross section data from LANL up to about 600 MeV on a series of nuclei
complement the picture [2]. Thus, the most important microscopic cross sections are now
available up to at least 100 MeV.

The recent achievements of these projects now motivate an increased attention to integral
experiments, especially at ADS-relevant energies, i.e., above 20 MeV, where such
experiments are almost absent. Thus, a few existing high-quality integral experiments should
be identified. Above 20 MeV some shielding experiments exist, notably the 43 and 68 MeV
TIARA transmission measurements for concrete and iron, which is mainly important for
structural material studies [3].
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Figure 1: Neutron transmission spectra for iron at 96 MeV (left column) and 175 MeV (right).
From top to bottom, the spectra show transmission through 10, 40, 70 and 100 cm material
thickness. The blue (dark) lines and the violet (light) lines show predictions by ENDF/B-VI and
JEFF-3.1, respectively.

What is missing is a clean experiment on core material that allows analysis of the impact of
high-energy neutrons. An integral experiment of neutrons on a block of uranium would enable
a thorough test of evaluated neutron data files above 20 MeV.

More complex systems, such as MEGAPIE [4], serve to test ADS calculations as a whole.
The complex design of such target systems makes it, however, difficult to draw conclusions
on the quality of the underlying nuclear data based on the performance of the full system.



The necessity and feasibility of integral experiments above the present maximum energy of
68 MeV will be investigated in the CANDIDE project [5]. In the present work, a first step
towards this goal is presented. We have simulated the transmission of 96 and 175 MeV
neutrons through slabs of iron and lead. The selections of materials have been dictated by the
needs of ADS development. Iron is a representative construction material and lead is a
candidate for coolant. Investigations of uranium constitute future work.

Simulation procedure

The transmission of neutrons through slabs of various thicknesses has been simulated using
the MCNPX code [6]. We have used realistic dimensions of the neutron beam facility [7] at
The Svedberg Laboratory (TSL), Uppsala, Sweden in all simulations. Neutrons are in reality
produced by the 7Li(p,n) reaction, which produces a quasi-monoenergy neutron spectrum, in
which about half the neutrons have energies slightly below the energy of the incident proton
beam, with a width of typically 1-2 MeV, and the remaining neutrons are spread out about
equally on all energies from maximum down to zero energy. In our simulations, we have used
strictly mono-energetic neutrons for simplicity and to accentuate the effects at high energies,
where the nuclear data are the least well known. For proper detailed design of a realistic
experiment, the neutron spectrum of the 7Li(p,n) reaction should be used.

The neutron production is by all practical measures point-like. The neutrons are collimated to
a narrow cone. At a distance of 401 cm from the production, the neutron beam impinges on a
transmission target. At this position, the beam diameter is 10.9 cm. The transmission target is
composed of slabs of target material, in our case iron or lead. We have simulated total
thickness of 10, 40, 70 and 100 cm targets at two energies, 96 and 175 MeV. The choice of
energies has been dictated by the maximum energies of the two operational modes of the
TSL neutron beam facility.

In this exploratory study, we have used two nuclear data libraries, ENDF/B-VI [8] and JEFF-
3.1 [9]. It is implicitly assumed that the differences in results between these two high-quality
libraries reflect the underlying uncertainty in the knowledge of the true value of the cross
section data.

Results

Results of transmission simulations on iron and lead are shown in Figs. 1 and 2, respectively.
In both figures, results at 96 and 175 MeV are shown in the left and right panels, respectively.
In general, all simulations show a similar pattern. There is a large peak at full energy,
corresponding to neutrons transmitted without undergoing nuclear reactions. The compound
peak at low energies is due to statistical decay, and the flat region in between is due to
various types of pre-equilibrium reactions.

It was anticipated beforehand from basics physics considerations that the main differences
should arise close to the full-energy peak, where the spectrum is sensitive to direct nuclear
reactions. The reason for this is that calculations of cross sections for direct reactions are
sensitive to nuclear physics details in the input. Thus, in the cases experimental data are
absent, the evaluated data files have to rely on nuclear theory with fairly large uncertainties.
In the other end of the spectrum, the compound peak at low energies should not display large
deviations between the libraries, because it is governed by the well-known statistical
emission. In between, some deviations can be found, manifesting differences in pre-
equilibrium treatment.

These features are present in the results. It can be seen that there is indeed no significant
differences between the libraries in the compound peak region. In both iron and lead, there
are significant differences in the giant resonance region, i.e., at excitation energies of 5-20
MeV. One notable feature is that there are no visible giant resonance structures in lead at 175
MeV for any library, but there are such structures clearly predicted by ENDF/B-VI at 96 MeV,
and to a lesser extent also by JEFF-3.1. It is difficult to identify a reason why such structures
should not be present at 175 MeV, when they are clearly there at 96 MeV. Thus, this feature
in the simulations is itself a reason for an experimental investigation. The libraries agree in
general fairly well in the preequilibrium part of the spectrum, with the notable exception of iron
at 175 MeV.
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Figure 2: Neutron transmission spectra for lead at 96 MeV (left column) and 175 MeV (right).
From top to bottom, the spectra show transmission through 10, 40, 70 and 100 cm material
thickness. The blue (dark) lines and the violet (light) lines show predictions by ENDF/B-VI and
JEFF-3.1, respectively.

Another important feature that might no be very obvious from the figures is the high-energy
peak. It is especially notable in Figure 1 that the content in the high-energy peak for iron
differs by a factor two at 96 MeV and almost a factor ten at 175 MeV for 100 cm target
thickness. Measurement of this high-energy peak is a rather straight-forward procedure, with
potential to yield valuable information.

In the case of lead, the differences in the high-energy peak are small. This does not
necessarily reflect that the true value is well known. It could be the result of that these two
evaluations use the same input. Thus, verifying the data on lead still has high priority.



It should be pointed out that in the case of lead, there are sharp dips in the spectra just below
the high-energy peak. This is an artefact in the simulations. It just happens that there is no
physical state in that particular bin. In reality, the experiment will be conducted with a
resolution of, say, 5 MeV and then this dip will not appear.

Design of an integral experiment

The findings above are used as guidelines for a future integral experiment. Obviously, the
expected differences are moderate or small at low neutron energies, whilst the most important
discrepancies are found at fairly high energies, i.e., in the upper half of the energy range. This
makes the detection easier in a gedanken experiment at TSL. The SCANDAL [7] neutron
detector system at TSL is capable of detecting neutrons above 30-40 MeV with a resolution of
typically 4 MeV. SCANDAL was originally designed for neutrons up to 130 MeV, but is
presently being upgraded to work up to 180 MeV. Thus, SCANDAL can cover the maximum
energy peak, the giant resonance region and most of the pre-equilibrium spectrum.

It would be valuable to cover also lower energies, preferably all the way down to zero energy.
For these lower energies, other detectors have to be used. At present, a liquid scintillator for
proton recoil detection and spectrum unfolding is being developed. This could possibly be
used for these experiments. Another possibility is to use time-of-flight methods, but this is
hampered by the relatively poor time structure of the beam. Moreover, wrap-around effects
make part of the data ambiguous. Various detection schemes based on fission are also under
consideration.

Outlook

What remains to be done is first to repeat these simulations also for uranium. Secondly, it
would be interesting to test the sensitivity to individual cross sections in the libraries. Thus, it
is planned to change one particular cross section and study in which way the transmission
spectrum is changed.

These studies should be followed by detailed computations of experiment parameters. One
crucial aspect is beam time. Already now, it is clear that with the differences displayed
between the leading libraries in the present work, a well-designed experiment requires less
than one week of beam time (i.e., a very realistic beam time) to reach sufficient accuracies for
distinction between various libraries.
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SUMMARY RECORD OF THE
EIGHTEENTH MEETING OF THE NUCLEAR SCIENCE COMMITTEE

13-15 June 2007

OPENING

1. Th. Dujardin opened the meeting by informing the delegates about the absence of the NSC chair,
T. Lefvert, due to the very recent passing away of his wife. A letter of condolences, signed by all delegates,
was sent to T. Lefvert.

2. The vice-chair, J. Herczeg, agreed to chair the meeting.

3. The new member from Canada, K. Kozier, AECL Chalk River, participated for the first time. The
WPNCS chair, J. Gulliford, UK, was invited to present progress in the work of WPNCS, including a
proposed new mandate, and D. Nowak, USA, was invited to the in-depth discussion on “simulation of
materials and fuels”.

4. Apologies for absence had been received from E. Nonbel, Denmark, T. van der Hagen, the
Netherlands, P. Vaz, Portugal, J. Pena, Spain, and J. Coadou, EC. A list of participants is given in Annex 1.

ADOPTION OF THE AGENDA [NEA/SEN/NSC(2007)1]
5. The proposed agenda was adopted with the modification that the meeting would start with
point 5.1.3 to accommodate the limited availability of the WPNCS chair, J. Gulliford. The in-depth
discussions were as usually scheduled for the morning of the second day.

INTRODUCTION BY THE DIRECTOR GENERAL

6. L. Echavarri, Director General of the NEA, informed the delegates that Russia had become an
official observer to the NEA and its committees, following the signing of a Joint Declaration of Co-
operation between the Government of the Russian Federation and the NEA in March 2007. The NEA was
also investigating the possibility to increase the cooperation with China and an agreement in the area of
nuclear safety was under negotiation. In addition, it was envisaged to enlarge this cooperation to cover
other areas, such as nuclear science.

7. Poland had approached the NEA expressing its interest to become ad-hoc participant in three
different NEA standing technical committees, including the NSC and the NSC working parties WPFC and
WPRS. L. Echavarri asked the delegates to evaluate the mutual benefit of this request from Poland
and to make a recommendation to the NEA Steering Committee, well before its meeting in mid
October 2007.

8. The policy debate at the last NEA Steering Committee meeting had been devoted to “nuclear
energy research”. The main conclusions of the debate were that the role of governments in nuclear research
is primarily for addressing regulatory needs, as well as long-term issues that will not likely be addressed by
industry; that there is a need to continue research on nuclear safety, nuclear science, nuclear technology
development and radioactive waste management for both current and future reactors; that there are
different needs in countries with or without nuclear infrastructure; that it is important to establish effective
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links for transfer of knowledge between researchers and nuclear operators; and that pooling resources, both
nationally and internationally, is more effective. The Steering Committee supported the continued
involvement of the NEA in nuclear research, as well as in the associated international initiatives, and
supported the idea of the Secretariat preparing a written proposal regarding the role of governments in
helping to ensure the availability of qualified human resources. The policy debate at the forthcoming
Steering Committee meeting would be devoted to the newly approved ICRP recommendations on
radiological protection.

9. The NEA would celebrate its 50" anniversary in 2008 and the secretariat had started to draft a
“nuclear energy outlook™ publication, which would be issued in time for the anniversary celebrations in
October 2008.

10. Finally, L. Echavarri reported that the NEA Deputy Director General, Gail Marcus, had left the
organisation and would be replaced by Janice Dunn Lee, from the US NRC. J. Dunn Lee would take up
duty in the second half of July 2007.

APPROVAL OF THE SUMMARY RECORD OF THE 17" MEETING [NEA/SEN/NSC(2006)3]
11. The summary record of the seventeenth meeting of the NSC was approved without modifications.

STATUS OF COMMITTEE PROJECTS [NEA/SEN/NSC(2007)2]

Review of progress of the NSC Working Parties
Working Party on Nuclear Criticality Safety (WPNCS)

12. J. Gulliford, WPNCS chair, presented progress in the areas covered by the Working Party. He
highlighted recent publication and described on-going work in the expert groups on burn-up credit, on
source convergence analysis and on criticality excursions. He also mentioned the newly established expert
group on assay data for spent nuclear fuel, which will compile new assay data into the SFCOMPO
database and write a state-of-the-art report on assay data of spent nuclear fuel, establishing “best-practice”
to help guide future Post Irradiation Examination (PIE) composition programmes.

13. The September 2007 issue of the international handbook of evaluated criticality safety
benchmark experiments (ICSBEP) will contain about 250 new configurations, bringing the total number of
configuration to over 4000.

14. The NSC study on “Proposed Integral Criticality Experiments with Low-moderated MOX fuels”
had been completed in October 2006 at a meeting in Paris, where the selected experiments, performed at
IPPE Obninsk, Russia, and funded by US and France, had been presented. The conclusions and analysed
data will be published as a NSC report in early 2008.

15. The International Conference on Nuclear Criticality Safety (ICNC-2007) had been held in
St. Petersburg, Russia on 28 May-1 June 2007. The conference had been attended by close to
200 scientists. The next conference in this series will most probably be held in Edinburgh, UK in 2011.

16. The next meeting of the Working Party, which will be held at the end of August 2007, will
discuss possible future activities, such as spent fuel reprocessing and repository safety, as well as the
possibility to organise a workshop in autumn 2008 on “Needs of Research on Nuclear Criticality Safety for
future nuclear system”.



NEA/SEN/NSC(2007)3

17. A new Working Party mandate, covering the period June 2007 to June 2010, was presented. The
NSC approved the proposed mandate with a correction to the list of official observers. The new
mandate can be found in Annex 2.

Working Party on Scientific Issues of Reactor Systems (WPRS)

18. The WPRS chair, K. Hesketh, gave an overview of the WPRS activities, following a first year of
work under the new structure, which had been approved at the last NSC meeting in June 2006. The
activities had been grouped into three work areas: experiments, reactor and fuel analysis, and radiation
transport and dosimetry.

19. In the reactor and fuel cycle work area, it was especially noted that the task force on reactor-
based plutonium disposition would be fully incorporated in the WPRS, and K. Hesketh thanked the former
chair of the task force, P. D’Hondst, for his excellent work in guiding the group.

20. The importance of uncertainty analysis in modelling was stressed, as it will have an important
impact on safety analysis using best estimate methods and enable the determination of confidence bounds
for calculated safety parameters. It was noted that the activity is a challenging one and will require
investments in method development and validation in member countries.

21. The recently established expert group on minor actinide burning in LWRs will organise a first
meeting in autumn 2007. The Canadian delegate, K. Kozier, asked if it was possible to include also heavy
water reactors in the study. K. Hesketh responded that it would be possible and that K. Kozier was
welcome to make a proposal to the first meeting of the group. The name of the expert group was changed
to the Expert Group on Minor Actinide Burning in Thermal Reactors. The mandate of the Expert Group
can be found in Annex 2.

22. When discussing the proposed new WPRS mandate and especially the long list of deliverables
for the next three years, J. Herczeg asked if it would be possible to receive a more detailed planning of the
deliverables. K. Hesketh agreed to provide a Gantt chart of deliverables for the next NSC meeting.

23. The committee approved the proposed mandate of WPRS. The new mandate can be found in
Annex 2.

Working Party on Scientific Issues of the Fuel Cycle (WPFC)

24, In the absence of the chair, K. McCarthy, Y. J. Choi presented the activities of the WPFC. The
work was performed by three expert groups, one on Lead-Bismuth Eutectic (LBE) technology, one on
chemical partitioning and one on fuel cycle transition scenario studies. The Working Party is also
responsible for organising the series of workshops on Utilisation and Reliability of High Power Proton
Accelerators (HPPA) and on Actinide and Fission Product Partitioning and Transmutation.

25. The expert group on LBE technology had recently published a very comprehensive handbook on
LBE technology, covering alloy and lead properties, materials compatibility, as well as thermal-hydraulics.
In addition, the expert group is about to launch a benchmark study of thermal-hydraulic loop models for
lead-alloy cooled advanced nuclear systems.

26. The expert group on fuel cycle transition scenario studies is about to publish a status report
covering issues associated with transition to future nuclear fuel cycle technologies and structures, country-
dependent scenarios and key technologies for implementing advanced fuel cycles. The group is also
pursuing two benchmark exercises, one on scenario code performance and one on regional (European)
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scenarios. The group will work in close coordination with the recently establish NDC group on fuel cycle
transition scenarios.

27. R. Chawla posed a question about the relevance of the WPFC work programme in relation to the
preoccupations in member countries. The result of the discussion that followed was that the WPFC was
asked to review the programme of work at their next meeting and report back in time for the NSC
bureau meeting in late autumn 2007.

28. The committee approved the proposed mandate of WPFC with a minor correction in the
paragraph on liaison with other NEA bodies. However, the WPFC was asked to review the part of the
mandate devoted to “fuels and materials”, taking into account the results of the in-depth NSC discussion
on “Simulation of materials and fuels” (see paragraph X) and, if necessary, submit a revised mandate to the
NSC. The approved mandate can be found in Annex 2.

Working Party on International Nuclear Data Evaluation Cooperation (WPEC)

29. The former WPEC chair, A. Koning, gave an overview of recent achievements and the status of
on-going activities. Among the recent achievements were mentioned the publications describing the recent
release of the nuclear data reactions standards, and the resolution of a nuclear data problem related to the
systematic reactivity under-prediction of thermal low-enriched uranium fuelled LWRs. The WPEC had
also published a comprehensive study of activation cross sections and an investigation of discrepancies in
summation calculations of fission product decay heat.

30. The on-going work comprised in principal three subjects: fission product data, nuclear data
needs, and covariance data. The nuclear data needs were covered by two subgroups, the maintenance of the
High Priority Request List (HPRL) for nuclear data and a subgroup devoted to data needs for advanced
reactor systems. The efforts on uncertainty (covariance) data were mainly dedicated to developing
methodologies, rather than producing the data themselves.

31. Two new subgroups had been established at the WPEC meeting in mid April 2007, one on the
33U capture cross section in the keV to MeV energy range and one on the improvement of the quality and
accessibility of the EXFOR database of experimental reaction data.

32. The NSC took note of the progress.
Short review of NSC expert groups
Needs of research and test facilities in nuclear science

33, P. D’Hondt presented the status of the work on needs of research and test facilities in nuclear
science. The expected output is a report on “Research and Test Facilities Required in Nuclear Science and
Technology” and an associated database containing information about more than 750 research and test
facilities. The database was almost ready for release, whereas the report would be issued in mid 2008.
I. Yamagishi demonstrated the content of the database.

34, A. Koning asked if the delegates would be able to review the report before the publication.
Th. Dujardin answered that this possibility was granted by the guidelines for NSC working methods
decided by the committee in June 2006 where it is stated that “The committee members would also be
given the possibility to review the output of each NSC activity before publication”.

35. The NSC discussed the database release policy and, following a proposal by J. Herczeg, it was
agreed to release the database in mid July 2007, protected with a generic password. The NSC
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delegates were asked to clarify their domestic position on the possibility to release the public part of
the database without password protection. A final decision would be taken at the NSC bureau meeting
in late autumn 2007.

Workshops, meetings and conferences
Follow-up to recent NSC organised workshops
9th Information Exchange Meeting on Actinide and Fission Product Partitioning & Transmutation

36. F. Mompean reported on the highlights from the 9th Information Exchange Meeting on Actinide
and Fission Product Partitioning & Transmutation, which had been organised in Nimes, France on
25-29 September 2006. The meeting, which had gathered 170 participants, had been organised in
cooperation with the NDC and had been hosted by CEA. The summary session debate covered subjects
such as storage or transmutation of Curium, the lack of fast reactors for irradiation experiments, and a
number of issues related to nuclear waste management. The proceedings are expected to be published by
the end of the summer 2007.

5th International Workshop on the Utilisation and Reliability of High Power Proton Accelerators

37. P. D’Hondt gave an overview of the outcome of the workshop on the Utilisation and Reliability
of High Power Proton Accelerators, which had been held in Mol, Belgium on 6-9 May 2007, hosted by
SCK-CEN. More than 40 papers had been presented, covering the following six topics: the MEGAPIE
programme, accelerator programmes and applications, accelerator reliability, spallation target development
and coolant technology, sub-critical system design and ADS simulations, and ADS experiments and test
facilities. Eighty (80) scientists participated in the workshop. The proceedings will be published in the
autumn 2007.

Workshop on Structural Materials for Innovative Nuclear Systems (SMINS)

38. The outcome of the workshop on Structural Materials for Innovative Nuclear Systems (SMINS),
hosted by FzK in Karlsruhe, Germany on 4-6 June 2007, was presented during the in-depth discussion on
“Simulation of materials and fuels” (see below).

NSC organised workshops in 2008
Workshop on Advanced Reactors with Innovative Fuels (ARWIF-2008)

39. T. Mori informed the delegates that the next workshop on Advanced Reactors with Innovative
Fuels (ARWIF-2008) would be held in Tsuruga, Japan on 20-22 February 2008. The meeting would be
hosted by JAEA. The next WPRS meeting would be held in conjunction with the workshop. The first
announcement of the workshop would be circulated in July 2007.

Shielding Aspects of Accelerators, Targets and Irradiation Facilities (SATIF-9)

40. E. Sartori notified the committee members about the plans for the next meeting on Shielding
Aspects of Accelerators, Targets and Irradiation Facilities (SATIF-9). The meeting would be held on
21-23 April 2008, hosted by the Spallation Neutron Source (SNS) facility at the Oak Ridge National
Laboratory, USA.



NEA/SEN/NSC(2007)3

10th IEM on Actinide and Fission Product Partitioning & Transmutation

41. The preparation work for the 10" information exchange meeting on Actinide and Fission Product
Partitioning & Transmutation was presented by Y. J. Choi. The meeting would be held in Mito, Japan on
20-24 October 2008 and would be hosted by JAEA. It had been decided to make a small change to the
meeting programme by introducing, at every second meeting in the series, a special session in place of the
normal presentation of country reports. The special session at the 10" meeting would be devoted to “Fuel
cycle transition scenarios”, profiting from the fact that both NSC and NDC have on-going activities in this
area.

Nuclear Production of Hydrogen

42. J. Herczeg informed the delegates that France and USA had agreed that the next information
exchange meeting on Nuclear Production of Hydrogen would be held in the USA. The meeting would
tentatively be held at Argonne National Laboratory in October 2008. The exact date and place would be
communicated in the very near future.

Request for NSC sponsorship of future meetings and conferences
Speciation techniques and facilities for radioactive materials at synchrotron light sources (XAS-2008)

43. F. Mompean presented a proposal from France (CEA and CNRS) for NSC to co-sponsor the next
meeting on “Speciation techniques and facilities for radioactive materials at synchrotron light sources
(XAS-2008)”, which would be held at the synchrotron facility SOLEIL, near Saclay, France. The NSC has
cosponsored the previous meetings in this series and the NEA has printed the proceedings.

44. Y. Guerin and R. Chawla supported the request and suggested that the action be handled by the
NSC activity in the field of material science.

45. The NSC agreed to cosponsor the XAS-2008 meeting and to publish the proceedings.
Other meetings

46. R. Chawla informed the committee about the PHYSOR-2008 conference, which will be held at
Interlaken, Switzerland on 14-19 September 2008, and invited the delegates to encourage submission of
papers to the conference.

IN-DEPTH DISCUSSIONS
Simulation of materials and fuels

47. The in-depth discussion was started with a presentation on “Proposed Activities and Framework
of the NSC Expert Group on ab initio Modelling and Simulation of Advanced Nuclear Fuel” prepared by
J. Tulenko and presented by D. Nowak. The presentation gave an overview of current issues in the
simulation of nuclear fuel and proposed that the expert group be one part of a Working Party on “Nuclear
Materials Modelling and Simulation” and that its main deliverable would be a state-of-the-art report on the
modelling of nuclear fuel.

48. In the discussion that followed, Y. Guerin felt that the proposed programme was somewhat
optimistic, considering that it was supposed to cover all from atomistic to the macroscopic scale for both
fuels and structural materials. G. van Goethem informed the committee about the EC PERFECT
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programme and he also stressed that need for experimental validation and the involvement of end users in
the work.

49. C. Fazio presented the outcome of the recently organised workshop on Structural Materials for
Innovative Nuclear Systems (SMINS) held in Karlsruhe, Germany. The workshop had been attended by
about 100 scientists and, following five keynote speeches, the four technical sessions covered: materials
for very high temperature reactors, materials for metal-cooled reactors, material for water-cooled reactors
and a session on multi-scale modelling.

50. A “brainstorming session” was organised at the end of the workshop to discuss future activities
and possible proposals to the NSC. The following five recommendations were agreed upon:

1. Review of multi-scale modelling and simulation, and related experimental validation

2. Assess the state-of-the art for specific areas to be considered as priority areas of research

3. Agree on experimental protocols and standards, and share available experimental installations.
4. Establish a common experimental database

5. Organise a second SMINS workshop (within about 2 years)

51. C. Ganguly informed the committee of the material science activities within the IAEA and
encouraged cooperation between these activities and any future NEA activity in the field. K. Hesketh and
J. Blomgren suggested to benefit from lessons learned in other research areas making use of modelling, for
example drug development and separation chemistry.

52. F. Mompean introduced the discussion on the future organisation of the NSC activities in
materials science. Two scenarios were forwarded for discussion. One scenario was based on a Working
Party on Material Science with three expert groups on fuels, on structural materials and on experimental
issues and validation. The second scenario was based on the already approved expert group on “ab initio
and multi-scale modelling and simulation of advanced nuclear fuels”, with an extended scope to cover also
structural materials and validation exercises. It was noted that a majority of delegates preferred the
establishment of a working party, as the subject was considered to merit a longer term effort. It was also
noted that at least 13 countries were willing to provide experts to the proposed activity.

53. The NSC decided to establish a working party on material science. A proposal to name the
new activity the “Working Party on Multi-scale Modelling of Fuels and Structural Materials for Nuclear
Systems” was adopted. The NEA secretariat would first circulate a draft mandate for approval by the NSC
and then, following the approval of the mandate, ask member countries to nominate suitable experts to the
working party. A first meeting of the Working Party would be held in autumn 2007 to suggest a suitable
organisation of the activities for endorsement by the NSC.

54. Following the establishment of the working party mentioned above, the Working Party on
scientific issues of the Fuel Cycle (WPFC) was asked to review its mandate, specifically the part of the
mandate concerning fuels and materials.

Simulation and modelling of Generation-I11 reactors

55. J. Aragones informed the committee that the person foreseen to make the presentation had finally
not been able to come. The present status in modelling and simulation of Generation-III reactors had been
adequately presented at the joint international topical meeting on Mathematics and Computation (M&C)
and Supercomputing in Nuclear Applications (SNA), held in Monterey, CA, USA on 15-19 April 2007. A
short summary of the keynote speeches at this meeting was given, as well as a presentation of the European
NURESIM effort and its 5 sub-activities.

10
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56. The NSC took note of the presentation and the fact that there were, at present, no specific
proposals for new NSC activities.

REPORT FROM THE 16" MEETING OF THE NSC EXECUTIVE GROUP

57. The chair of the NSC Executive Group, P. D’Hondt, presented the outcome of the meeting,
which this time had been prolonged with half a day to discuss ideas about the future work programme of
the NEA Data Bank. The report by the chair can be found in Annex 3.

58. The NSC endorsed the NEA Data Bank programme of work and budget for 2008.

FOLLOW-UP ACTIONS TO THE NSC SELF-EVALUATION

59. The result of the NSC self-evaluation had been discussed at the last NSC meeting and the
question about introducing country reports at the annual meetings had been referred to the NSC bureau,
who in turn could not reach a consensus on the question. I. Yamagishi presented the other NEA technical
committees’ approach to the question of country reports, which showed that three committees out of
seven regularly presented some country reports at their meetings.

60. J. Herczeg proposed a scheme where the presentation of country reports rotated between
delegates. R. Chawla suggested that at least the countries with a large nuclear programme presented
reports. It was decided that J. Herczeg would give a 15 minute country report from the USA at the
next NSC meeting as a trial.

INTEREST OF POLAND IN THE WORK OF THE NSC AND ITS WORKING PARTIES

61. Th. Dujardin recalled L. Echavarri’s introduction about the interest of Poland to participate in
some of the NEA work and in particular in the work of the NSC, WPRS and WPFC. The NEA secretariat
had contacted a designated person in Poland to collect more information about their interest in and their
possible contribution to the work of the NSC, but had not yet received any answer.

62. The NEA secretariat would provide the NSC delegates with more background information
to judge if there would be a mutual benefit of having Polish participation in the NSC, WPRS and
WPFC and then collect the views of committee members.

REPORTS FROM OTHER NEA DIVISIONS, OTHER INTERNATIONAL ORGANISATIONS
AND NEW OBSERVERS

The Nuclear Development division

63. S. Gordelier reported on recent publications from the NEA Committee for Technical and
Economic Studies on Nuclear Energy Development and the Fuel Cycle (NDC). He also presented results
from some recently completed studies and outlined the progress in current activities, with special emphasis
on activities of relevance to the NSC programme of work. He specifically highlighted the NSC-NDC
cooperation on fuel cycle transition scenarios and also invited the NSC to participate in the NDC
project on “Limits to the Development of Nuclear Energy”.

11
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The EC

64. G. van Goethem gave an overview of the EURATOM efforts to promote the synergy between
nuclear research, innovation and education. He outlined the main challenges for Generation—II, III and IV
reactor systems and described the EURATOM holistic view on research and development (R&D) and
demonstration and deployment (D&D) including the necessary education and training. He also presented
the EC efforts towards a Strategic Energy Technology (SET) plan and the role of nuclear fission in the
transition to a low carbon energy mix by 2050, exemplified by the Sustainable Nuclear Fission Technology
Platform (SNF-TP) and the Partitioning and Transmutation European Roadmap for Sustainable nuclear
energy (PATEROS) initiative.

The IAEA

65. N. Ramamoorthy gave an overview of the IAEA Nuclear Science Programme, which is a cross
cutting activity between the division of Physical and Chemical Sciences and the division of Nuclear Fuel
Cycle and Waste Technology. He highlighted recent achievements in the different work areas, including
the publication of reports and organisation of meetings and workshops.

60. C. Ganguly presented the IAEA nuclear fuel cycle programme (B1 —B4), comprising Uranium
resources and production, nuclear power reactor fuel engineering, management of spent fuel from nuclear
power plants and topical issues of nuclear fuels and fuel cycles for advanced & innovative reactors. The
IAEA is also developing an Integrated Nuclear Fuel Cycle Information System (iNFCIS), which can be
accessed by registered users through the Internet.

Russia

67. O. Patarakin, head of the Nuclear Science & Technology division at Rosatom, informed the
committee members of the recent nuclear development in the Russian Federation. He specifically
mentioned the Russian experience in areas such as materials and fast reactors, pointing to the Dimitrovgrad
and Obninsk laboratories. He was also looking forward to a productive and mutual beneficial cooperation
with the NSC.

NEXT NSC MEETING

Date of next meeting

68. It was agreed to hold the next meeting in the middle of June 2008 at the NEA Headquarters. The
dates would be either 17-20 June or 24-27 June 2008. The secretariat would communicate the final dates
before the end of June 2007. After the meeting, it has been decided to hold the next NSC meeting on
25-27 June 2008".

69. The dates of the NSC bureau meeting would be decided by the bureau and communicated to the
committee members as soon as possible. After the meeting, it has been decided to hold the next NSC
bureau meeting on 20 November 2007.

Topics for in-depth discussion

70. The following proposals for topics for in-depth discussion at the next NSC meeting were
suggested:

*

These dates correspond to one of the two alternatives discussed during the meeting.

12
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e Nuclear data and material properties of minor actinides (T. Mori)

e Information on the development of small nuclear reactors (R. Mach)
e Gen-lV type fast reactors with different coolants (R. Chawla)

e Important output from a NSC Working Party (A. Zaetta)

Delegates were encouraged to communicate additional proposals in time for the final decision by the NSC
bureau in late autumn 2007.

ELECTION OF COMMITTEE OFFICERS

71. Th. Dujardin informed the committee that, in consultation with Tomas Lefvert and in line with
the OECD policy of rotating chairmanship, it had been agreed that the present chair would step down.
Following consultation with many committee members the NEA secretariat proposed J. Herczeg as new
chair of the NSC and R. Chawla as new member of the bureau.

72. The proposal was supported by several committee members and, as there were no other
proposals, it was agreed to elect J. Herczeg as chair, re-elect P. D’Hondt, T. Mori and A. Zaetta as
vice-chair and elect R. Chawla as vice-chair of the NSC.

73. The committee expressed its appreciation and gratitude to Tomas Lefvert for his excellent
chairman ship during the past six years.

ANY OTHER BUSINESS

74. C. Nordborg informed the delegates that all documents and PowerPoint slides presented at the
meeting would be available on a dedicated NSC webpage in a few days time. The exact internet address
would be communicated later.

75. J. Gado felt that this NSC meeting, including the in-depth discussion on the simulation of
materials and fuels, had become too administrative in nature as most of the scientific discussions had been
moved to the Working Parties, following the recent restructuring of the NSC activities. It was agreed to
bring up this concern for discussion at the NSC bureau meeting, with a view to having the next NSC
meeting more scientifically interesting.

76. J. Aragones suggested that more efforts be made to present the NSC programme of work at

different conferences. Th. Dujardin agreed to the suggestion but preferred that such presentations be made,
as far as possible, by NSC members rather than by the NEA secretariat.

13
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. K. Hesketh

2. WPFC chair

3. All members

4. NEA secretariat

5. All members

)

. J. Herczeg

7. All members

8. All members

9. Bureau members

Annex 1

List of actions adopted at the meeting

To provide, before the next NSC meeting, a Gantt chart of WPRS deliverables
during the working party mandate period (2007-2010).

To organise a review of the WPFC programme of work at the next working party
meeting and to reconsider the mandate for the WPFC expert group on fuels and
materials, taking into account the newly established NSC Working Party on
“Multi-scale Modelling of Fuels and Structural Materials for Nuclear Systems”.

To clarify, before November 2007, the domestic positions on the possibility to
release the public part of the Research and Test Facilities (RTF) database without
password protection.

To circulate a proposed mandate for the new Working Party on “Multi-scale
Modelling of Fuels and Structural Materials for Nuclear Systems” for approval
by the NSC.

To nominate suitable experts to the new Working Party on “Multi-scale
Modelling of Fuels and Structural Materials for Nuclear Systems” following the
approval of the mandate.

To prepare and present a 15 minute “country report” from the USA at the next
NSC meeting.

Following the distribution of additional information by the NEA secretariat,
consider the request from Poland to become ad-hoc participants in NSC, WPRS
and WPFC and report back to the NEA secretariat before the end of
September 2007.

To communicate additional proposals for subjects for in-depth discussion well
before the NSC bureau in November 2007.

To discuss, at the next NSC bureau meeting, the concern that the annual

committee meetings had become too administrative in nature, with a view to
having a more scientifically oriented NSC agenda in June 2008.
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Annex 3

Mandate of the Working Party on Scientific Issues of Reactor Systems (WPRS)

Chair: Kevin W. Hesketh (UK)
Vice-Chair: Pierre D’hondt (Belgium)
Members: All NEA member countries

Participation in the work: European Commission (Under the NEA Statute)
International Atomic Energy Agency (By agreement)

Observer: The Russian Federation

Date of creation: June 2004

Duration: June 2010

Mandate: Agreed at the 15™ meeting of the Nuclear Science Committee (NSC) on

9-11 June 2004 [NEA/SEN/NSC(2004)3], extended at the 18" meeting
of the NSC, 13-15 June 2007 [NEA/SEN/NSC(2007)3].

SCOPE

Under the guidance of the Nuclear Science Committee the Working Party will deal with reactor physics,
fuel cycle, radiation transport and dosimetry, fuel behaviour, thermal hydraulics and dynamics/safety and
uncertainty analysis of present and future nuclear power systems.

OBJECTIVES

To provide the Member Countries with up-to-date information to preserve knowledge on and develop
consensus regarding;:

e Reactor physics, fuel behaviour, thermal hydraulics and dynamics/safety issues associated with
innovative fuels in present and future nuclear power systems.
Reactor physics aspects considered include:
0 Reactivity characteristics
Core power/flux distributions
Core kinetics and reactivity control
Reactivity coefficients
Safety/system dynamics
Vessel dosimetry

©O O O 0O O O

Uncertainty Analysis in Modelling

e Fuel cycle aspects considered will focus on fuel loading and discharge requirements, fission product
and minor actinide inventories and radiotoxicity profiles versus time.

e Fuel behaviour, thermal hydraulics and kinetics/safety, coupled core-plant analysis will be considered
insofar as they impinge on the reactor performance.

e Radiation transport and dosimetry will cover aspects relevant for reactor vessels and internals, and
irradiation facilities

Reactor types considered include, but are not limited to the following:
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e Present generation LWRs with advanced and innovative fuels, evolutionary and innovative LWRs
and HWRs

e Novel reactor systems (GNEP, Gen IV Systems)

e Accelerator driven (sub-critical) and critical systems for waste transmutation

To liaise closely with other relevant NEA working groups, especially those operating under the guidance
of the NDC and CSNI, to ensure the respective work programmes are complementary and to provide
advice and support where required and undertake common work where appropriate. Particularly close
working relationships will be maintained with the Working Party on the scientific issues in Fuel Cycle
(WPFC).

To provide advice to the nuclear community on the developments needed to meet the requirements (data
and methods, validation experiments, scenario studies) for different reactor systems.

Deliverables

UOX depletion benchmark
MOX depletion benchmark
Boiling Water Reactor Turbine Trip (BWRTT) Benchmark:
0 Volume IV: Best-Estimate Coupled 3-D Core/Thermal-Hydraulic System Modeling
VVER-1000 Coolant Transient Benchmarks Phase 1 (V1000CT-1):
0 Volume III: Coupled 3-D Kinetics/Core Thermal-Hydraulic Response Evaluation

0 Volume IV: Best-Estimate Coupled 3-D Core/Thermal-Hydraulic Plant Transient
Modeling

VVER-1000 Coolant Transient Benchmarks Phase 2 (V1000CT-2)
0 Volume I: Specifications of the VVER-1000 Vessel Mixing Problem
0 Volume II: Main Steam-Line Break (MSLB) Problem Specification

0 Volume III: Comparison of Computational Fluid Dynamics and Coarse Mesh Calculations
with Measured Data

0 Volume IV: MSLB Coupled 3D Neutronics / Vessel TH Simulation
0 Volume V: MSLB Best Estimate Coupled Simulation
NUPEC BWR Full Size Bundle Tests (BFBT)
0 Volume II : Uncertainty and Sensitivity Analysis of Void Distribution and Critical Power
0 Volume III : Benchmark Results for Void Distribution
0 Volume IV : Benchmark Results for Critical Power
PBMR Coupled Neutronics/Thermal Hydraulics Transient Benchmark the PBMR-400 Core Design :
0 Volume I: Benchmark Definition
0 Volume II: Steady State Benchmark
O Volume III: Transient Benchmark
State-of-the-art report on Minor Actinide Burning in LWRs
Proceedings of ARWIF-2008
DOE WG-MOX Fuel Irradiation Experiment Benchmark
PRIMO Ramped MOX Fuel Rod BD8 Benchmark
Venus Recycling Benchmark 07
Uncertainty Analysis in Modelling:

22



NEA/SEN/NSC(2007)3

o Volume I: Neutronics Phase Specification
o Volume II: Neutronics Phase Results

Benchmark on Accuracy of Solution of 3-Dimensional Transport Codes and Methods over a Range in
Parameter Space
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Mandate of the WPRS Expert Group on Minor Actinide Burning in Thermal Reactors

Members: All NEA Member countries
Date of creation: June 2007
Duration: June 2009

SCOPE

The Expert Group will carry out a technical assessment of minor actinide burning in thermal reactors.
Though the main focus will be on Light Water Reactors (LWRs), consideration will also be given to other
thermal systems such as Heavy Water Reactors (HWRs). However, high Temperature Reactors (HTRs) are
specifically excluded because minor actinide burning in HTRs is already the subject of the European Union
6" Framework project PUMA.

The scope will include assessments of the implications for enrichment, fuel fabrication, in-core fuel
management, thermal-hydraulics, fuel behaviour, fuel cycle economics and irradiated fuel and waste
management. It is intended that the Expert Group would be a joint activity between the Working Party on
the Scientific Issues of Reactor Systems (WPRS) and the Working Party on the Scientific Issues of the
Fuel Cycle (WPFC) and would also liaise closely with the Nuclear Development Committee (NDC) on
€conomics.

OBJECTIVES

To produce a state-of-the-art report on minor actinide burning in LWRs and HWRs. The principal
objective is to review and summarise previous work and to present a consensus view.

Specifically, the report should cover for LWRs and HWRs:

— The different technical approaches to minor actinide burning, including an assessment of the
effectiveness of different approaches in terms of kg of minor actinides destroyed per TWhe
electrical output and the irradiation timescales.

— To construct, if feasible, estimates of the net contribution of the various minor actinide nuclides to
the overall neutron balance and thereby determine the penalty on initial fissile loading.

— Design and behaviour of fuels containing minor actinides.

— Nuclear design aspects of reactor cores containing minor actinide fuels.

— Thermal-hydraulic design of reactor cores containing minor actinide fuels.
— The implications for fabrication of fuel containing minor actinides.

— The implications for operations of reactor cores containing minor actinides.

— The implications for the fuel cycle, including spent fuel and waste management, minor actinide
separation.

— The economics of LWRs and HWRs containing minor actinide fuels.

Deliverables

Completion of a state-of-the-art report within two years of the initial meeting of the Expert Group.

24



NEA/SEN/NSC(2007)3

Mandate of the Working Party on Scientific Issues of the Fuel Cycle (WPFC)

Chair: Ms. Kathryn A. McCarthy (USA)

Members: All NEA member countries

Participation in the work: European Commission (Under the NEA Statute)
International Atomic Energy Agency (By agreement)

Observers: The Russian Federation

Date of creation: June 2004

Duration: June 2010

Mandate: Agreed at the 15™ meeting of the Nuclear Science Committee (NSC) on

9-11 June 2004 [NEA/SEN/NSC(2004)3], extended at the 18" meeting
of the NSC, 13-15 June 2007 [NEA/SEN/NSC(2007)3].

SCOPE

Under the guidance of the Nuclear Science Committee, the Working Party will deal with scientific issues
in various existing and advanced nuclear fuel cycles, including fuel cycle physics, associated chemistry
and flowsheets, development and performance of fuels and materials, and accelerators and spallation
targets.

OBJECTIVES

e To provide the Member Countries with up-to-date information on and develop consensus regarding:

— Separations science.
*  Develop a scientific basis for optimisation of the use of future nuclear waste repositories.

*  Establish a methodology for evaluating impacts of various existing and advanced fuel cycle
scenarios on potential storage and repositories.

*  Provide a means for the development and evaluation of advanced processing concepts,
including design bases for future reprocessing plants.

— Fuel cycle scenarios.
*  Assemble and organise scientific information critical to the understanding of the issues
involved in transitioning from current fuel cycles to future fuel cycles.

*  Provide scientific bases for fuel cycle deployment strategies.
— Chemical partitioning.
*  Keep updated information on separation technologies, including advanced aqueous and
pyrochemical processing issues.

*  Perform a detailed scientific study of separations processes for different fuel cycle scenarios.
— Fuels and materials.

*  Undertake studies needed for development of fuels and materials for implementing advanced
nuclear fuel cycles.

*  Deal with performance and behaviour of advanced fuels.

*  Update the handbook on lead and lead-bismuth eutectic (LBE) technology as new
information becomes available.

*  Thermal-hydraulic studies of lead-alloy coolants.
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— Accelerators and targets.
*  Deal with accelerator reliability issues.

*  Target performance, including spallation products.

*  Window performance, including thermal stress and radiation damage, windowless targets.
e To liaise closely with other relevant NSC Working Parties and NEA Standing Technical Committees,
especially the Committee for Technical and Economic Studies on Nuclear Energy Development and the
Fuel Cycle (NDC) and the Radioactive Waste Management Committee (RWMC), to ensure the respective
work programmes are complementary and to provide advice and support where required and undertake

common work where appropriate. Particularly close working relationships will be maintained with the
Working Party on scientific issues of Reactor Systems (WPRS).

e To provide advice to the nuclear community on the developments needed to meet the requirements for
implementing advanced long-term sustainable nuclear fuel cycles, including partitioning and
transmutation.

Deliverables

e Expert Group on Chemical Partitioning.
— State-of-the-art report on national programmes in partitioning.
— Report on flowsheet studies.
— Report on separation criteria.

e Expert Group on Fuel Cycle Transition Scenarios Studies.
— Status report on fuel cycle transition scenarios studies.
— Regional study related to the potential implementation in Europe of advanced fuel cycle.
— Benchmark report on scenario codes performances.

e Expert Group Lead-Bismuth Eutectic (LBE) technology.
— LBE Handbook — Version 1.

— Benchmark on thermal-hydraulic loop models for Lead-Alloy Cooled Advanced Nuclear Energy
Systems (LACANES).

e Workshop on Utilisation and Reliability of High Power Proton Accelerators.
— Proceedings of the fifth workshop (HPPAS).

e Information Exchange Meeting on Actinide and Fission Product Partitioning and Transmutation.
— Proceeding of the 10th meeting (10IEMPT).
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Mandate of the Working Party on Nuclear Criticality Safety (WPNCS)

Chair: Jim Gulliford (UK)

Members: All NEA Member countries

Observers Representatives from the IAEA and the Russian Federation

Date of creation: June 1996

Duration: 3 years starting in June 2007.

Mandate: Agreed at the 7™ Meeting of the Nuclear Science Committee (NSC) on

29-30 June 1996 [NEA/SEN/NSC(96)3], extended at the 11™ meeting
of NSC in June 2000 [NEA/SEN/NSC(2000)3], extended at the
15" meeting of the NSC in June 2004 [NEA/SEN/NSC(2004)3],
extended at the 18" meeting of the NSC in June 2007
[NEA/SEN/NSC(2007)3].

SCOPE

Under the guidance of the Nuclear Science Committee, the Working Party will deal with technical and
scientific issues relevant to criticality safety. Specific areas in interest include, but are not limited to
investigations concerning static and transient configurations encountered in the nuclear fuel cycle such as
fuel fabrication, transport and storage. Areas of activities include:

e Evaluation of available experimental data;

e Assessment of experimental needs;

e Code and data inter-comparison;

e Development of codes and models;

e Development of criticality methodologies and data;

e Establishment of technical basis for the application of burn-up credit.

OBJECTIVES

e Exchange of information on national programs in the area of criticality safety.

e Guide, promote and co-ordinate high priority activities of common interest to the international
criticality safety community, establish co-operations.

e Monitor the progress of all activities and report to the NSC.
e Publish databases, handbooks, and reports.

e Facilitate communications within the international criticality safety community through relevant
Internet sites.

e Co-ordinate the ongoing series of International Conferences on Nuclear Criticality Safety (ICNC), to
be held every four years.

e Co-ordinate WPNCS activities with other working groups within the NEA and in other international
frameworks to avoid duplication of activities.

e Provide a technical basis for other international activities (e.g. ISO, IAEA).
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DELIVERABLES

New editions of the International Handbook of Criticality Safety Benchmark Evaluation Project (2007,
2008 and 2009).

Report of a study on the effect of axial burn-up profile asymmetry on criticality calculation (2007).
Report summarising the findings of the Expert Group on Burn-up Credit and lessons learned (2008).
Report on the analysis and benchmarking of ISTC 2670 project (Assay data for VVER440 fuel) (2009)

Report summarising the findings of the Expert Group on the study of source convergence issues
(2008).

Report summarising findings of the Expert Group on the modelling of criticality transient experiments
(2007, 2008).

Activity plan for Experts Group on Assay data for Spent Nuclear Fuel and report on current state-of
the art in measurement techniques and uncertainty analyses (2008)

Updated version of the Spent Fuel COMPOsition (SFCOMPO) database including recent data sets and
new review structure of the database (2008,2009)

Web-based information resources on burn-up credit, criticality excursions, source convergence issues
and PIE data.

Status reports of the progress of ICNC 2011
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Annex 4
Report to the Nuclear Science Committee from the Sixteenth Meeting of the Executive Group

13 June 2007
Pierre D’Hondt

Introduction

1. Apologies for not attending the meeting were received from T. Lefvert (Sweden), E. Nonboel
(Denmark), J. Katakura (Japan), P. Vaz (Portugal), J. Pena Gutierrez (Spain), R. Chawla (Switzerland),
M. Moss (UK), N. Ramamoorthy (IAEA), J. Coadou (EC) and W. Wiesenack (OECD Halden).

2. The agenda was adopted without any changes.

3. Thierry Dujardin informed the Executive group about the interest of Poland to participate in some
of the NEA activities. He also informed the Executive Group that Akira Hasegawa, Japan, has taken the
position of head of the Data Bank since July 2006.

4, The summary record of the fifteenth meeting was approved.

Progress report and programme of work
Computer program and integral data services

Sa. Enrico Sartori gave an overview of the computer program and integral data services. It was noted
that the new arrangement on distribution of codes and benchmark data with the US-DOE has been in place
since February 2007. So far, 10 codes have been received already, and 52 copies have been distributed.
The computer code distribution statistics was give to each member relative to his country. It was suggested
to also distribute a table comparing contributions from and distribution to all member countries.

The upgrade of the dispatching system, DBAIS-2, was presented including the increased control
demands requested for certain codes.

During 2006, a total of 64 codes were acquired and 71 were tested, of which 26 originated from
non-OECD countries. Also to be mentioned are the 41 new or revised compilations of integral
measurements in the databases SINBAD, IFPE and IRPhE. The number of codes and benchmarks received
and tested are well in line with the objectives.

The Data Bank training courses on the use of selected computer programs continue to be popular
and attract many participants. Several courses are planned, such as a training course on MCNPX in 2007.

Ivo Kodeli presented the Data Bank computer program services to non-OECD countries. In total,
726 packages were distributed to 32 non-OECD member states and the IAEA in 2006.

Nuclear data services and the JEFF project

5b.i.  Hans Henriksson presented the nuclear data services. He informed the Executive Group that the
compilation of experimental data into the EXFOR database had progressed as planned with 79 new neutron
induced data sets and 108 new charged-particle induced data sets. The CINDA database, containing
bibliographic information, has been updated and will be published in book format autumn 2007. The high
priority request list for nuclear data had also been updated and contains now five high priority requests and
six general requests.

The Janis nuclear data display software has been upgraded and a beta version was released in
April 2007. Janis-3 is planned to be released soon. It is now a much appreciated tool for nuclear data users,
with over 25000 accesses per month to the database.

29



NEA/SEN/NSC(2007)3

5b.ii Yolanda Rugama presented the work in the JEFF project. A validation report, JEFF Report 22, is
being prepared and the structure of the report has been decided. The plan for the next nuclear data library,
JEFF-3.2, was outlined, with new evaluations being prepared on 233238 2¥py Cr, Mn, Ta and W, as well
as a new activation data library. The new library is planned to include more covariance data as well as
photonuclear data. A revision of the decay data library, JEFF-3.1.1, was also agreed within the JEFF
working group for the autumn 2007.

The Thermochemical Database (TDB) project

5b.iii. Federico Mompean presented the status of the Thermochemical Database (TDB) project. There are
now 9 volumes in the series of reviews and the work in phase III of the TDB project is concentrated on
finalising four reviews on Iron, Tin, Thorium and solid solutions. It was planned to have all the reviews
published by early 2008.

The current phase of the TDB project has been prolonged until 1 February 2008, and the plans for
a fourth phase were outlined. The Radioactive Waste Management Committee endorsed the programme in
March 2007, and the tentative start is February 2008. The NSC Executive Group endorsed the TDB-IV
programme of work and renewed the Data Bank support for the TDB project.

Provision of expertise to other parties of NEA

Sc. Apart from the TDB project and the preservation and dissemination of integral data on behalf of
the NSC and the CSNI Data Bank staff is involved in a few other NEA projects, such as the Information
System on Occupational Exposure (ISOE) within the Committee on Radiation Protection and Public
Health.

In-house computer system

5d. Pierre Nagel presented recent and on-going software and database development activities
undertaken by the Data Bank computing staff. He also highlighted the recent hardware upgrades to the
Data Bank computer system.

Looking at the future of the Data Bank
Topical Presentation on Integral Experimental data

6. Blair Briggs gave a thorough presentation of the “anatomy of an evaluation” that encompassed a
description of what the evaluation and review principles are in the IRPhE and ICSBEP benchmark
collections. A discussion followed on how new benchmarks are chosen. The issue of making effective use
of these data for inter-comparison of different data libraries was discussed and the opinion was expressed
that it would be of interest to have validated MCNP input decks to be used for comparison purpose.

Discussion on the future of the Data Bank

7a. Enrico Sartori asked a few questions to the delegates to consider for the next Executive Group
meeting concerning the evolution of the Computer Program services. It was for example discussed how the
liaison officer system should be modified to better coping with the demands from both users and providers
of for example computer codes. A workshop on Next Generation Computer Codes for Nuclear Engineering
was proposed to be held in 2008.

7b. Hans Henriksson gave a short overview of the different services that the Data Bank could provide
regarding basic nuclear data. Several proposals were given, such as the improvement of the experimental
database EXFOR and increased scope towards nuclear structure and decay data. A discussion followed if
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the NEA could provide expertise in the field of new nuclear data evaluations, or processing and
benchmarking of nuclear data.

Te. Federico Mompean presented some reflections on the importance of incorporating more material
science into the Data Bank activities. He gave examples of two thermochemical databases, namely on high
temperature actinide bearing systems and on high ionic strengths and non-aqueous solvents. He also
suggested stronger interaction between the standing committees within the NEA and continued feedback
from member countries.

7d. The importance of Integral data and the need for high standards in the databases (SINBAD, IFPE)
were presented.

Te. Isao Yamagishi presented the Research and Test Facilities Database (RTFDB) for the
delegates as an example of a database where the Data Bank could carry out the maintenance.

7f. Pierre Nagel gave some views on the future concerning the in-house computer systems by looking
back to see what was expected ten years ago. He envisaged increased interest in electronic conferencing
and further development in computer security.

7g. Some general questions of the role of the Data Bank and knowledge preservation and transfer were
posed by Akira Hasegawa. The work on giving training courses was discussed.

7h. Some comments were given by the delegates, but in principle the Data Bank was found to be
running very well. A detailed questionnaire should be prepared for the delegates during the next few
months, where the different proposals can be given priority, as the budget is not unlimited. Suggestion
came up on providing “seed funding” for certain research of importance for the Data Bank activities. The
system of Liaison officers for computer codes and integral data was debated. Although different views
were expressed by the delegates, it was agreed that it works well and it should be kept.

Adjustment of work programme and proposed budget for 2008

8. No specific adjustments of work were proposed.

9. The Data Bank budget document was introduced by Akira Hasegawa. Some explanations were needed
regarding the overhead costs to the OECD, as well as the modifications to the budget lines on operating costs,
staff and publications.

The Executive Group endorsed the proposed Data Bank programme of work and budget for 2008.
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Mono-energy neutron testing of single event effects

J. Blomgren®-2, S. Pomp?, J.-C. Bourselier!, M. Osterlund?, A. ProkofievZ, and A. Koning®

1 Uppsala University, Dept of Neutron Research, Box 525, SE-75120 Uppsala, Sweden
2 Uppsala University, The Svedberg Laboratory, Box 535, SE-75121 Uppsala, Sweden
% Nuclear Research and consultancy Group, P.O. Box 25, Petten, the Netherlands

Abstract. The role of mono-energy neutron testing for SEE is outlined. Recent improvements in nuclear reaction
theory of relevance to computation of single-event effects from fundamental physics is reported. Older data, as well
as recent results obtained with mono-energy neutron testing are well described. Future options of extremely intense

mono-energy neutron sources are discussed.

1 Introduction

Neutron testing of SEEs in memory devices is performed
with two major methods. White beam testing, performed at
spallation neutron sources, has the advantage of simplicity,
in that the facility spectrum resembles the spectrum of atmo-
spheric neutrons, and only a single measurement is needed. A
drawback is that these two spectra are not identical. Moreover,
different test sites provide different neutron spectra. Thus,
corrections have to be estimated if precise results are required,
or if data from different white beam facilities should be com-
pared. Unfortunately, accurate corrections are in general very
difficult to determine, because the fundamental requirement
for such a correction to be determined is knowledge about
not only the neutron spectra involved, but also the energy
dependence of the SEE sensitivity. The latter cannot even in
principle be determined in a white beam, and therefore the
corrections have to be estimated from very crude assumptions,
resulting in limited precision in the results.

Mono-energy testing has the advantage of being able to
overcome these obstacles. By measuring the energy depen-
dence of the SEE sensitivity (i.e. the SEE cross section) at a
number of energies, the total SEE sensitivity can be obtained
by simply multiplying the SEE sensitivity and the neutron flux
versus energy. In principle, this method allows more precise
data to be produced than with white beam testing, but with the
drawback that measurements have to be performed at several
energies (which often is time-consuming). Moreover, the term
mono-energy is a truth with qualification. Typically, about half
the neutrons are found in a narrow energy interval at maxi-
mum neutron energy, while the remaining 50 % constitute a
structure-less tail from maximum down to zero energy. The
effects of this tail can, however, be corrected for.

A major advantage of using mono-energy testing is that
the energy dependence of the SEE sensitivity can provide
deep insights into the nuclear reaction mechanisms ultimately
causing these effects. This is of great value for the develop-
ment of computational tools allowing the SEE sensitivity to
be estimated already before a new circuit design is taken into
production.

a Presenting author, e-mail: jan.blomgren@tsl.uu.se
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Fig. 1. The SEU cross section for a few memory devices produced
in the late 1990s versus neutron energy, reprinted from ref. [5]. The
line refers to a model calculation of the SEU cross section using the
GNASH code [7] with a similar methodology as TALYS, described
elsewhere in the present paper.

The present paper gives a few examples of how previous
and recent measurements of the energy dependence of the SEE
sensitivity can shed light on the underlying nuclear physics.
Recent advances in relevant nuclear theory are described,
and the possibilities to develop computational tools for pre-
manufacturing SEE sensitivity estimations are outlined.

2 Fundamentals on neutron testing

The ultimate goal of all neutron SEE testing is to establish
the sensitivity to the natural neutron flux. In principle, devices
could be tested by subjecting them to the natural flux, but
this is so time-consuming that it is generally not a realistic
option [1]. Naively, one might assume that the ideal testing
method would be to have a neutron flux with an energy
spectrum identical to the natural flux, but with significantly
larger intensity.
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In reality, this is difficult to achieve. This is not just a
problem related to testing methods, but also to the natural
flux itself. The latter is not constant, but depends on a variety
of natural parameters, like altitude, latitude or weather. In
addition, man-made effects play a role. For instance, the
presence of shielding material, like buildings or ship hulls, can
modify the flux of cosmic particles. Thus, testing in one single
neutron field supposed to be identical with the "natural flux”
is ultimately impossible. There is no single "natural flux”, but
many.

If demands on accuracy are modest, white beam testing
can be employed. In such facilities, neutrons are created by
protons impinging on (most often also stopping in) a target of
heavy nuclei, resulting in a strong neutron flux. The energy
distribution resembles natural fluxes, but far from perfectly.
If normalizing a given artificial and a given natural flux at a
single energy to each other, the neutron flux can differ by a
factor two in another energy region.

This is also true when comparing different white beam
facilities. Different production techniques (i.e. different energy
of the incoming beam and different target construction) can
result in fairly different energy distributions. Thus, results
obtained at two different white beam facilities can be sig-
nificantly different, up to about a factor two. The standard
approach in physics would be to establish correction factors
to allow comparisons from, e.g., different facilities, but this
is impossible unless information is available on the energy
distribution both on the neutron fluxes involved and the energy
dependence of the device sensitivity. Since the latter cannot be
obtained at white beams, mono-energy testing is required. It
should be pointed out that when it comes to correction factors
to correlate testing of two different white beam facilities, the
correction factors are unique to each component, because the
energy dependence of their sensitivity is individual. The sensi-
tivity depends on technical parameters, like critical charge and
cell dimensions. Moreover, a correction factor established for
a certain device to correlate, e.g., single-bit upset rate, does not
apply to other effects in the same device, like multi-bit upsets
or latch-ups. This is because the energy dependences of the
sensitivities to different types of errors are different.

It can be concluded that if the result should be reliable to
about a factor two, white beams can be used, but for better
accuracy, mono-energy testing has to be used. Thus, the first
added value of mono-energy testing is the potential to reach
better accuracy. As will be discussed below, this is not the only
reason.

3 Mono-energy neutron testing

If accuracy better than what can be obtained at facilities re-
sembling the natural flux (i.e., white beams) is desired, mono-
energy testing is the only alternative. Mono-energy testing is
presently based on techniques in which a beam of charged
particles hit a stationary target. Only a small fraction of the
incident beam causes neutron production, and the remaining
beam is bent and dumped in a way not to create unmanageable
background. The neutrons are primarily produced in the for-
ward direction, but the angular distribution is rather wide, and
therefore collimators are required. Due to the fact that neutrons

are very penetrating, these collimators have to be thick, of the
order of meters, which is one unavoidable limitation of any
neutron production technique.

The ideal production reaction should have a large proba-
bility (cross section) and as good mono-energy character as
possible, i.e., a large fraction of the neutrons should appear in
anarrow energy interval. Moreover, the incoming charged par-
ticle should preferably be easily accelerated, which in reality
means protons. Three suitable reactions are available, proton-
induced neutron production on deuterium (?H) and the two
stable lithium isotopes, 6Li and ’Li. Deuterium produces a nice
spectrum, but requires expensive handling of liquid deuterium.
The two lithium isotopes give comparable performance, but
6Li is of strategic importance (it is an important ingredient in
thermonuclear weapons) making it difficult to obtain. Thus,
Li has become the choice at essentially all present mono-
energy neutron facilities.

The presence of a low-energy tail is unavoidable with
neutron production on a fixed target for neutron energies above
about 25 MeV, the limit determined by the maximum binding
energy difference between the initial and final nuclear systems
involved. Since testing has to be performed at higher energies,
methods to correct for these tails have to be developed.
Such corrections are routinely used in, e.g., nuclear physics
research, and a large number of de-convolution codes exist.
The most important limiting factors in the final result is a
combination of the statistical uncertainty in the raw data,
knowledge of the neutron energy spectra, systematic errors
in the de-convolution methods (de-convolution is a poorly
conditioned mathematical problem, with no single unique
solution), and assumptions about the energy dependence of the
real cross section.

The latter deserves a special discussion. For a higher
nominal neutron energy, a larger fraction of the neutrons are
found in the tail. If the real SEE cross section rises with energy
all the way to the highest energy point, the correction factors
become smaller than if the cross section peaks at a relatively
low energy and then decreases. In the latter case, a smaller
fraction of the events at the highest nominal energy are due
to the full-energy peak, resulting in a larger correction factor,
with a correspondingly larger uncertainty.

Thus, the final uncertainty is different for different cases.
In general, a final uncertainty of the order of 10 % should
be possible to reach with state-of-the-art methods. It is not
likely that the final uncertainty can be significantly reduced
in a foreseeable future. One ultimately limiting factor is
monitoring of the neutron beam flux, which is very difficult
to perform to better than 5 % uncertainty in these types of
measurements.

4 Added value of mono-energy testing

As has been discussed above, the first added value of mono-
energy testing is the possibility to suppress the final uncer-
tainty from about a factor two to about 10 %. In the discussion
of neutron testing, one important aspect often overlooked is
the usefulness of large intensity at high energies. White beams
can in principle be designed to yield a larger total number
of neutrons, but the large majority of the neutrons have low
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energy. The spectrum typically peaks around one or a few
MeV, and falls off approximately as 1/E. This means that
the intensity at high energies is much lower than at mono-
energy facilities. In fact, the low-energy tail of the high-energy
fields at intense mono-energy facilities contains more neutrons
than the presently most intense white beam. A consequence
of this is that testing of effects caused only by high-energy
neutrons becomes very time-consuming at white beams. For
instance, latch-up effects seems to require at least about 100
MeV in recent devices, and their sensitivity increases rapidly
with neutron energy. This means that the testing to reach the
same accuracy in the results would require at least an order
of magnitude longer irradiation at LAMPF than at TSL (180
MeV field).

This is also needed when considering other types of
effects more complex than standard single-bit SEU in memory
devices. Multi-bit upsets (SMU) have been shown to have dif-
ferent energy dependence than single-bit SEU [2], with SMUs
becoming more important at high energies. No measurement
of energy-resolved SMU cross sections has been published
recently, but the general trend of the pioneering paper in 1999
could be well described using fundamental nuclear physics
theory, and using the same nuclear theory and modern device
parameters results in a similar picture.

Testing is presently often carried out until a preset total
number of upsets have been logged. If this is carried out at a
white beam, this means that the risk - or chance - that complex
errors appear is smaller than in mono-energy testing. Obvi-
ously, there is then a risk that the device later shows effects not
observed in the testing. Up to now, the discussion has focused
on commercial testing. Another advantage of mono-energy
beams is their usefulness for research. For instance, mono-
energy neutron beam results can in some cases be directly
compared with proton beam results (which are inherently of
mono-energy character), allowing improved insight into the
underlying reaction mechanisms.

5 Results and discussion

In the present work, computations with TALY'S [3] have been
used to calculate energy and angular distributions of all ions
created in neutron-induced nuclear reactions on silicon. For
reasons described below, not all released reaction products
induce upsets. Therefore, a separate post-analysis program has
been developed that uses the output from TALYS and converts
it to SEE probability, taking only relevant emitted ions into
account [4].

In figure 1, the results of the first energy-resolved measure-
ment of neutron-induced single-event upsets (SEU), published
in 1998 [5], are presented. Five different memory devices were
tested, and it was found that the energy dependence was very
similar for all of them, but the absolute sensitivity differed by
up to almost an order of magnitude. The oldest components
showed lower sensitivity than more recent ones. As can be
seen, the sensitivity showed a slow rise from low energy up to
about 100 MeV, where it saturated or possibly even decreased.

In figure 2, the results of a recent similar test, published
in 2005 [6], are shown, however for one device only. It can be
seen that the uncorrected result, i.e., raw data before correction
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Fig. 2. The SEU cross section for a recent memory devices versus
neutron energy, reprinted from ref. [6]. The two data sets are before
and after correction for the low-energy tail. The figure is modified by
the inclusion of a prediction by the nuclear reaction code TALYS of
the cross section. The cross section scale is arbitrary. See the text for
details.

for the low-energy neutron tail, partly resembles the results in
figure 1, but with a maximum at a much lower energy and a
significant decrease of the SEU cross section at high energies.
The corrected result, however, shows a steady decrease already
from the first datum point at 22 MeV.

All these results can be understood from fundamental
nuclear physics point of view. These effects are caused by
neutrons that induce nuclear reactions, releasing charge via
emitted ions. (The neutron itself makes no effect, neither do
emitted gamma rays.) Whether the released ions cause an
upset or not primarily depends on the total charge released,
that has to be larger than the critical charge of the component,
and on the specific energy loss (dE/dx), i.e., the amount of
energy transferred to the critical volume per length unit of the
ion propagation. The latter is important because even if a large
total energy in the form of a specific ion is released, but that
particular ion does not deposit sufficient energy in a single bit,
no upset will result.

All components shown in figure 1 required a rather large
critical charge for a bit flip. This had the consequence that
relatively exotic nuclear reactions were primarily responsible
for the upsets. The cross section for those reactions has a
threshold around 10-20 MeV and it increases slowly with
energy up to about 50-150 MeV (depending of ion) after
which it begins to decrease. Thus, the dependence in figure 1
is in line with expectations from well-known nuclear physics.

Recent components have a much smaller critical charge,
but also smaller dimensions of the critical volume. These two
effects go in opposite directions when it comes to sensitivity,
but it seems as the leading effect is the former, i.e., modern
devices require less specific energy loss to cause an SEU.
This opens the possibility that other, more common, reaction
channels come into play. The dominating neutron-induced
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nuclear reaction is always elastic scattering. In fact, it is a fun-
damental quantum mechanics property that elastic scattering
must constitute at least half the total neutron cross section. In
elastic scattering, the neutron is deflected, leaving the nucleus
in its ground state, but with a recoil due to the transferred
momentum. This recoiling nucleus has a low energy, resulting
in a large specific energy loss. Elastic scattering has no energy
threshold, so the lowest energy in which it can induce an SEU
is primarily determined by the critical charge of the device. As
soon as the neutron energy is large enough to cause an upset
via the recoils of elastic scattering, this can be expected to be
the dominant mechanism, because the cross section is large. In
addition, the effect can be expected to peak rather near to the
threshold, and then the cross section should slowly decrease
with energy.

This is in agreement with the dependence in figure 2.
The solid line shows the prediction by TALYS, presuming
reasonable dimensions of the critical volume and charge. The
line and the data are normalized to each other, i.e., TALYS
describes the trends well, but to get the absolute scale right,
also unavailable detailed information on device parameters is
needed.

6 Future facilities

Until recently, it has been an implicit truth that mono-energy
facilities always has a low-energy tail, and that white beams
in principle can be made more intense (although at present
the leading mono-energy and white facilities actually produce
about the same total number of neutrons per second). These
presumptions are based on the boundary condition of neutron
production on fixed targets. Recently, completely different
neutron production techniques have been proposed, in which
very intense mono-energy neutron beams can be envisioned.

Two production techniques have been proposed. The first
is to use a proton beam of about 1-2 GeV impinging on
a combined target and ion source to produce beta-decaying
nuclei, which in turn are accelerated and inserted into a storage
ring of race-track geometry [8]. Some beta-decaying nuclei
emit neutrons immediately after the beta decay®. This neutron
has a low energy relative to the decaying nucleus. This means
that if the nucleus decays in flight, the neutron will be emitted
along the direction of motion of the decaying nucleus, with the
same velocity. As a consequence, intense mono-energy fluxes
will be produced along the straight sections.

It has been estimated that fluxes of 101! n/s could be
achieved, compared with 10° today, i.e., a factor 100 000 (!)
more intense than today. Even if the technique would be a
factor 100 less efficient than the design implies, it would still
be a factor 1000 more neutrons than presently. Moreover, with
such a technique all neutrons would appear in a narrow (few
MeV) energy range with no low-energy tail. This concept is
a spin-off from a conceptual program at the particle physics
laboratory CERN, in which similar techniques would be used
to produce intense neutrino fluxes for particle physics and cos-
mology research. The proposed scheme requires infrastructure

! This effect is of major importance for the stability of nuclear
power reactors

of the type only CERN can provide, e.g., several coupled high-
energy accelerators. Thus, the realization of this technique
depends on the realization of the proposed neutrino facility.

A second technique would be to use a similar production
as above (1-2 GeV protons on a combined target-ion source)
to produce the radioactive nuclide 8He, which in turn would be
accelerated to hit a target [9]. Roughly, 8He can be described
as an alpha particle with two loosely attached neutrons. When
hitting a target, the two neutrons are dissociated with a large
probability, and continue along the direction of the incident
beam with the incident velocity. The charged particles (the
remaining He and residual “He) is bent by a magnet system
and a clean neutron beam is produced. This latter technique
does not have the potential to produce as intensive fluxes as
the beta-decay in flight, but on the other hand it requires much
less advanced accelerators. This technique could possibly be
installed at existing CERN facilities after some upgrades.
Initial estimates indicate a factor a hundred to a thousand
larger neutron fluxes than for present facilities to be within
reach.
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