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ABSTRACT (ENGLISH)

Groundwater flow and transport play an important role not only for
groundwater exploration but also in environmental engineering problems.
This report considers how the hydraulic properties of fractures in crystalline
rock depend on the fracture aperture geometry.

Different numerical models are discussed and a FDM computer code for
two- and three-dimensional flow-modelling has been developed. Different
relations between the cells in the model are tested and compared with results
in the literature.

A laboratory experimental work has been done to carry out flow experiments
and aperture measurements on the same specimen of a natural fracture. The
drilled core sample had fractures parallel to the core axis and was placed
inside a biaxial cell during the experiments. The water pressure gradient and
the compression stress were varied during the experiments and also a tracer
test was done. After the flow experiments, the aperture distribution for a
certain compression was measured by injecting an epoxy resin into the
fracture. The thickness of the resin layer was then studied in saw cut sections
of the sample. The results from the experiments were used to validate
numerical and analytical models, based on aperture distribution, for flow and
transport simulations.

In the disturbed zone around a drift both water and air are present in the
fractures. The gas will go to the most wide part of the fracture because the
capillarity and the conductivity decrease. The dependence of the effective
conductivity on the variance of the conductivity and the effect of extinction
of highly conductive cells has also been studied. A discussion of how gas in
fractures around a drift can cause a skin effect is modelled and an example is
given of what a saturation depending on the magnitude of the flow causes.
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ABSTRACT (SWEDISH)

Flode och transport av grundvatten dr viktigt inte bara for exploatering av
grundvatten utan ocksd i andra miljémaissiga ingenjérsproblem. Den hdr
rapporten behandlar hur de hydrauliska faktorerna hos sprickor i kristallint
berg beror pé sprickviddsgeometrin.

Olika numeriska modeller diskuteras och ett FDM-program for tva- och
tredimensionell flddesmodellering har utvecklats. Olika forhdllanden mellan
cellerna i modellen har testats och jimforts med resultat funna i litteraturen.

Ett laboratorieforsok har genomforts dir flodesexperiment och métningar av
sprickvidden har gjorts p& samma naturliga spricka. Den utborrade
bergskirnan som anvindes hade sprickor parallellt med kérnans ldngdaxel
och placerades i en biaxialcell under forsoken. Den palagda hydrauliska
gradienten &ver sprickan och kompressionstrycket varierades under provets
géng och dven ett sprarimnesforsok genomfordes. Efter flodesforsoken
mittes sprickviddsfordelningen vid ett visst kompressionstryck genom att
epoxy injekterades och fick hérda i sprickan. Epoxyskiktets tjocklek
studerades sedan i sdgade sektioner av sprickprovet. Resultaten fran
forsoken anvindes till att validera numeriska och analytiska
berdkningsmodeller baserade pa sprickviddsférdelning for flddes- och
transportsimuleringar.

I den storda zonen kring en tunnel férekommer det bada vatten och luft i
sprickorna. Luften ansamlas i de vidaste delarna av sprickorna pd grund av
kapilirtrycket vilket leder till att konduktiviteten minskar. Den effektiva
konduktivitetens beroende av variansen pa konduktiviteten och effekterna av
utslickning av hégkonduktiva celler har ocksa studerats. En diskussion
rérande hur luft i sprickor kring en tunnel kan orsaka skineffekter genomfors
och exempel ges pa effekter som kan uppstd pa grund av flddesberoende
méttnadsgrad.
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"Surely there is a mine for silver, and a
place for gold which they refine.

Iron is taken out of the earth, and copper
is smelted from the ore.

Men put an end 1o darkness, and search
out to the farthest bound the ore in gloom
and deep darkness.

They open shafts in a valley away from
where men live; they are forgotten by
travelers, they hang afar from men, they
swing to and fro.

As for the earth, out of it comes bread;
but underneath it is turned up as by fire.
Its stones are the place of sapphires, and
it has dust of gold.

"That path no bird of prey knows, and the
falcon's eye has not seen it.

The proud beasts have not trodden it; the
lion has not passed over it.

"Man puts his hand to the flinty rock, and
overturns mountains by the roots.

He cuts out channels in the rocks, and his
eye sees every precious thing.

He binds up the streams so that they do
not trickle, and the thing that is hid he
brings forth to light.

"But where shall wisdom be found? And
where is the place of understanding?
Man does not know the way to it, and it is
not found in the land of the living.
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The deep says, 'It is not in me,’ and the
sea says, 'It is not with me.’

It cannot be gotten for gold, and silver
_cannot be weighed as its price.

It cannot be valued in the gold of Ophir,
in precious onyx or sapphire.

Gold and glass cannot equal it, nor can it
be exchanged for jewels of fine gold.

No mention shall be made of coral or of
crystal; the price of wisdom is above
pearls.

The topaz of Ethiopia cannot compare
with it, nor can it be valued in pure gold.
"Whence then comes wisdom? And where
is the place of understanding?

It is hid from the eyes of all living, and
concealed from the birds of the air.
Abaddon and Death say, 'We have heard
a rumor of it with our ears.’

"God understands the way to it, and he
knows its place.

For he looks to the ends of the earth, and
sees everything under the heavens.

When he gave to the wind its weight, and
meted out the waters by measure;

when he made a decree for the rain, and a
way for the lightning of the thunder;
then he saw it and declared it; he
established it, and searched it out.

And he said to man, 'Behold, the fear of
the Lord, that is wisdom, and to depart
from evil is understanding."”’

Job 28. (Scripture taken from
the Revised Standard Version.)
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T radius of the tunnel in Chapter 8.3 [L]
Re Reynolds number (-]
Ry radius of influence L]
S storage coefficient [-]
S saturation [-]
Sm saturation of the non-wetting phase at which it is

reduced to unconnected bubbles [-]
Sor Sir irreducible saturation for oil and water, respectively (-]
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s drawdown L]
Sg difference in water table head defined in Chapter 8.3 [L]
Sy drawdown of the water table head at the tunnel wall in

Chapter 8.3 (L]
t time (T]
T transmissivity [Lle]
u §L—2 used as dimensionless parameter [-]
v mean velocity LT
w width of the sample [L]
X coordinate at right angle to the sample (L]
y coordinate at right angle to the fracture [L]
Z coordinate parallel with the sample [L]
GREEK LETTERS
o proportional constant in Chapter 3.2.1 [-]

oy longitudinal intrinsic dispersion coefficient [L]



xii
expresses the ratio of the magnitude of viscous to
capillary forces
angle

reducing factor of the conductivity around a tunnel

difference of water pressure head [L]
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relate the saturation to the flow, Chapter 8.4 [TL‘3]
contact angle [
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USED STATISTICAL SYMBOLS

covia,b] the covariances of the two random functions « and b.
Ela] expected value of the random function a.

N(u,0) normal distribution with the mean | and a standard deviation G.



INTRODUCTION

Groundwater flow and transport play an important role not only for
groundwater exploration but also in environmental engineering problems. In
crystalline rock the flow is controlled by the fracture network and its
hydraulic properties. In turn, this depends on the properties of the single
fractures. To predict the flow in a fracture, the knowledge of the following
factors is required: the fluid property, the boundary conditions, and the
fracture void geometry. This report considers how the hydraulic properties of
fractures in crystalline rock depend on the fracture aperture geometry and the
study can logically be subdivided into three parts.

Part I consists of Chapter 2 to Chapter 4. In this part we are discussing
groundwater flow in fractured rock in general and various approaches of
estimating the transmissivity. Different numerical models are presented and a
couple of relations between the cells in a FDM-model are compared. In
Chapter 4 this FDM-model is used to modelling the flow based on published
data of aperture distributions.

Part II consists of Chapter 5 to 7. This part deals with the laboratory
experimental work where flow experiments and aperture measurements on
the same specimen of a natural fracture are carried out. This made it possible
to make a direct comparison between calculations and experiments which is

desirable.

The different parts of the laboratory work are illustrated in Figure 1-1. A core
was drilled with a fracture parallel with the length axis of the core. The core
was held under compression with a biaxial cell, a constant water pressure
was applied to the lower end of the core and the flow was recorded from the
overflow at the top. After that the flow measurements were finished the
fracture. was injected with fluorescent epoxy while it still was in the biaxial
cell. After that the epoxy had hardened the core was cut up in profiles and
these profiles were examined with a microscope connected to an image
analysis system. Using the obtained aperture distribution, a statistical
analysis and aperture simulations were carried out to calculate the flow.
Chapter 5 considers the flow measuring part, Chapter 6 is dealing with the
aperture measurements which were done by Eva Hakami, Royal Institute of
Technology, and Chapter 7 consider the aperture simulations and flow
calculations. Also the appendices belong to part II.

Part I1I consists of Chapter 8 where we discuss the effects of two-phase
flow. We noticed that in a fracture with varying aperture, the gas will go to
the widest part of the fracture because of the capillarity. The most permeable
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Figure 1-1. The different steps taken in the laboratory experimental work.

parts of the fracture are thus filled with air and can not conduct water, and the
total permeability decreases. A study is done on the effect of extension of

highly conductive parts on the effective conductivity. We are also discussing
how gas in fractures around a drift can cause a skin effect which is modelled
and an example is given of what a saturation depending on the magnitude of

the flow causes.



2.1

GROUNDWATER FLOW IN FRACTURED ROCK

The groundwater flow in a rock can occur both in the rock matrix and in the
fractures. What part which is dominating depends of the porosity and
properties of the fractures. It is clear that for rock types with low porosity, the
fracture flow is the most important, but also for highly permeable rock types,
the fracture flow can be important. This is illustrated in Figure 2-1 /Maini
and Hacking, 1977 /. For example, the flow through a 100-m-thick cross-
section of a porous medium with a hydraulic conductivity of 107 m/s might
also come from one single fracture with an opening not wider than 0.2 mm in
a fractured medium with an impervious rock matrix.

Aperture of the fracture [m]

1 10 100 1000
Thickness of a continuous medium equivalent to one fracture [m]

Figure 2-1. Comparison between the hydraulic conductivity of the porous
medium and the fractured medium versus the aperture. After Maini and

Hacking, /1977 /.
FLOW IN A SINGLE FRACTURE
For flow in porous media, Darcy’s law can be used if the medium is

homogeneous and isotropic and the representative element volume, REV, is
small compared to the scale of the studied problem. It is not obvious that



these conditions are fulfilled in the case of a fractured rock. However, it can
be shown that at a local scale there is an analogy between Darcy’s law and
the flow in a single fracture.

A laminar viscous flow between two parallel plates can be described with the
cubic law:

3
Wb,
0 = i @

where Q is the flow, p and p are the density and viscosity of the fluid,
respectively, g is the gravitational acceleration, i is the head gradient, W the
width of the sample and b is the aperture, i.e. the distance between the two
plates. The analogy with Darcy’s law is clear which states:

Q = -WTi (2)

where T is the transmissivity. The transmissivity of the fracture between the
two plates can thus be written as

b3
7= 55 3)

and the hydraulic conductivity, K, i.e. the transmissivity divided with the
aperture

b2
K=%ﬁ @)

In reality fracture surfaces are neither smooth nor parallel. However, local
parallelism can generally be accepted approximately true, which means that
there is a conductivity distribution over the fracture plane which is related to
the aperture distribution. In order to use the cubic law to predict
transmissivity of a real rock fracture, one can assume that Equation (3) still
holds if the aperture b is replaced by the mean aperture E[5]. Although
replacing b with E[b] is a first approximation to the actual transmissivity, the
effects of roughness and obstructions are not properly accounted
/Zimmerman and Bodvarsson, 1996 /. This suggests that we define the so-
called hydraulic aperture e in terms of the actual transmissivity T:

3
=B85 )

The problem of relating the transmissivity of a fracture to its geometry can
therefore be thought of in terms of finding an expression for the hydraulic

aperture e.



The effective macroscopic transmissivity depends not only on the statistical
distribution of the local transmissivities, but also on the geometrical and
topological manner in which the local conductivity is distributed. Assume
that we have a fracture in which the aperture varies either only in the
direction of flow, or only in the direction transverse to the flow. It can then be
shown /Dagan, 1979 / that the first case leads to e3> = 1/E[1/b%] , which s
a lower bound to the actual isotropic transmissivity. The second case leads to
e3 = E[b3], which is an upper bound to the actual isotropic transmissivity.
The two boundaries are thus the harmonic mean and the arithmetic mean,
respectively.

In the case of a statistically isotropic two-dimensional medium with log-
normal distributed conductivities, Gutjahr et. al. /1978 / have shown that

K, =K (6)

where K ; is the geometric mean defined by InKg = E[ln K]. T his result can
also be expressed in terms of hydraulic aperture /Zimmerman & Bodvarsson,

1996 /

¢’ =E[b]3(1-1562/E[b]2+...) )

where G, is the standard deviation of the aperture. Also the geometric mean
of b can be used to estimate e /Piggott and Elsworth, 1993 /

e = b}, (8)

This estimation is accurate for log-normal aperture distributions, but it is not
obvious that Equation (8) is preferable to Equation (7) in the general case.

Several other attempts to incorporate fracture roughness in the expression of
hydraulic conductivity have been done. Most of them are of the form

b2
k="F8 ©)
H2[1+Gp"]

where G is some constant larger than one, 7 is a group of variables that
describe the roughness, and n is some power greater than one /Domenico and
Schwartz, 1990 /. Hence, roughness causes a decrease in hydraulic
conductivity.

The state of stress in the rock mass will not influence the conductivity
directly, but a change in stress will change the fracture geometry, and
therefore also the groundwater flow. This is important to remember for



2.2

experiments of fracture flow. Both for laboratory experiments when an
external pressure has to be applied, and for in situ experiments, when the
stress field can be influenced by the experiment.

Kirkpatrick /1973 / has shown the effect of contact areas. Assume that we
divide our fracture plane in squares and let each square have either aperture b
with probability (1-c), or aperture O with probability c, the cube of the
hydraulic aperture will become

e = b (1-2¢) (10)

This equation also predict the existence of a percolation limit, which is the
value of the contact area (¢ = 0.5) at which the flow is completely
obstructed. Although it seems reasonable that a sufficiently large amount of
contact area will block off all flow paths, contact areas as large as 0.5 have
not been reported very often in the literature, so for practical purposes this
issue may be irrelevant. Nevertheless, the fact that Equation (10)
incorporates the percolation phenomena in some manner is an additional
argument for its use in estimating the tortuosity /Zimmerman, 1996 /.

FLOW IN FRACTURE SYSTEMS

Fractures can generally be divided into several fracture sets with different
geological history, orientations and properties. The different fracture sets
will build up a network of fractures, more or less interconnected. The flow in
this fracture system will not only depend on the hydraulic conductivity of the
individual fractures. It will also depend on the orientation, size, fracture
density, and degree of connectivity of the fractures. Different approaches of
calculation of the flow in fracture systems are discussed in Section 3.1.



3.1

NUMERICAL MODELS OF FRACTURE FLLOW

MODELLING APPROACHES

At the local scale, the hydraulic properties in fractured rock are
heterogeneous. To simulate this heterogeneity different modelling
approaches are used. The three most common approaches are illustrated in
Figure 3-1 from Geier et al. /1992 /. Each type of model has particular
advantages and disadvantages for modelling of fractured rock masses.

DISCRETE FRACTURE
NETWORK MODELS

STOCHASTIC CONTINUUM
MODELS

ROCK MASS

CHANNEL NETWORK
MODELS

Figure 3-1. Different modelling approaches. After Geier et al. /1992 /.



3.1.1

3.1.2

3.1.3

Discrete fracture network, DFN

A discrete fracture network (DFN) model is built up from a statistical
description of fracture geometry and hydraulic properties such as the
location, size, orientation, spatial structure, transmissivity and intensity. The
flow paths are assumed to result from networks of interconnecting fractures.
The most important advantage of the DFN model are the possibility to
incorporate fracture geometry data in the model and explicitly represent
properties of fractures and fracture zones. On the other hand, fracture data
over the total region that would be modelled is required. Therefore, it might
be necessary to simplify the fracture pattern, both because of the complexity
of the network and because fracture data are unknown.

Stochastic continuum. SC

The stochastic continuum (SC) approach is based on the idea that a
formation can be described in terms of physical parameters that vary in space
according to spatially random functions. The modelled region is divided into
cells and each cell is given certain properties based on the random functions.
Using a finite element model or a finite difference model, the global
properties can be calculated. The SC approach results in models, which are
based on extensive well-known theory and are easy to realize. A major
question is if it is suitable with a continuum approach in a fractured rock
model or not. Usually it is assumed that on some averaging scale, a porous
medium behavior with an effective hydraulic conductivity, K, exists which
forms a continuous random field. However, this assumption may not be valid
for all scales. It is also possible to use a SC model on the scale of a single
fracture, which will be performed later in this report.

Channel network models. CN

The concept of a channel network (CN) model is that the flow within a
fracture network is confined to discrete channels, which intersect at various
intervals. Like the DFN model, CN models are based on the discrete nature
of the fracture pathways. Using a network composed of effectively one-
dimensional elements the computational difficulty can be reduced and, thus,
this approach simplifies the modelling of complex processes. The data
requirements for a CN model are also somewhat less than for a DFN model,
because the characteristics of fracture geometry are ignored. A problem is
the validation of the assumptions about channel geometry, that are needed to
appraise the channel frequencies and length distribution. Another problem is
that a change in direction of the gradient may change the channel pattern
which means that each channel network should be constructed for a certain

flow direction.



3.2

FDM-MODELLING

Using the Geoblock computer code (see Appendix 1), developed at the
Department of Geology at Chalmers University of Technology, a three-
dimensional flow-modelling was performed to study the dependence of
effective conductivity on the distribution of the conductivity. Geoblock is
based upon the spreadsheet code Wingz'! and is primarily intended for flow-
modelling in three dimensions with heterogenous conductivities. The code is
very general and is useful for all potential- and flow-problems which can be
handled as a stochastic continuum (Chapter 3.1.2) in two or tree dimensions.

The used models are blocks over which a one-dimensional pressure gradient
was applied. We thus got a three-dimensional flow through the model with a
main flow direction. The standard size of the blocks in the simulations was
20 x 20 x 20 cells. We have found, in comparison with other sizes, that we
can use this size of models without any problems regarding the boundaries.
According to several studies, the hydraulic conductivity can be described
using a log-normal distribution /Freeze 1975, Bakr et al. 1978, Gustafson
and Aberg 1985, among others /.

mm 4.50

4.25

4.00

3.75

3.50

Figure 3-2. Example of the pressure distribution over a cross-section at a
right angle to the principal direction of flow in a 3D-model with a log-
normally distributed conductivity.

The cells in the models were given a log-normally distributed conductivity,
which for the separate cells was calculated as

1.Wingz is a trademark of Informix Software, Inc. 160 11 College Boulevard, Lenexa,
Kansas 66219,



3.2.1

3.2.1.1

10

K = eBo+p (11)

where B is a random variable with a normal distribution N (0, 1) . This
gives InK a normal distribution N (W, 6) , where U is the mean and G is the
standard deviation.

Conductance between the cells

The conductance between the cells can be calculated in different ways,
according to different assumptions of how the conductivity varies between
the cells. Five different cases were studied, which all gave different results.

Discrete variation

In this case, and also in the following cases we will use a notation where K,
and K, are the conductivity in the center of the two cells which we calculate
the flow between. 4, and 4, are the heads in the center of the cells and A,
is the head at the cell boundaries. The length between the centers is Ax and
g is the flow between the cells divided with the cross area of the cells.

In this first case we have the ordinary case where the conductivity is constant
in every cell and changes at the border of the cell. This is the case which was

used originally in Geoblock.

4 dh hy=hyy hyp—h,
= 2%k = K, = K
K q dx g 1 LXC 2
K, 2 2
= h K, +h,K,
> 25 T T
Ax 1 K, +K,
_ 2 [hK + K, oK -hK] b=k 2K,
17 ax| Tk, +K, 2727 Ax| K, +K, |"* TAx K +K,

This gives us a relative conductivity, which can be written as

2K K,

= 12
12 K, +K, (12)

K

which is the harmonic mean of K | and K,.
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Linear variation

In this case there is a linear variation of the conductivity between the cells.
The conductivity is not so closely connected to the cells in this case as in the
discrete case, because there is no step of the conductivity at the borders of

the cells.

K K=K +ox ; dK = adx
" K, = K, +0A L&
= + ; =
— ? : i > Ax
Ax
dh dx qdK q
= —_—— '-h:———:-——— -—h:—
q de , -d iz =K = ocan+C
In(K./K,)
— _ 4 _ 17 72
Ah = hy—h, = &(anl"anz) = ¢qA,-vc_.7<.2_Tl
An K-k,
=q =
Axln (K,/K )
The relative conductivity is in this case
k, = 2K 13)
27 In(K,/K))

This equation can not be used if one of the conductivities is equal to zero, or
if the transmissivity is uniform, but these cases can easily be handled

separately.

Linear variation of the logarithm of the conductivity

In this case we have a variation which is linear with respect to the logarithm
of the conductivity. This can be a reasonable assumption with respect to that
the conductivity is log-normally distributed.

ks InK = InK, + ox
Ink,
K = Ke* ; dK = aKdx
>
ax InK,/K,
InK, = nK, +0Ax ; o= —Ar
=-——K ; -dh = —_— = = _h = -4+
d dx ~ qK ()(K2S oK c
AR =4 —1——-1-) = Ax Kl_K2:> = ARK Ky In (K, /K)
kK, k) ‘mk,/K) KK, 17 A K,-K,
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And we get a relative conductivity

KK,
K, = o ln(K /K,) (14)

Linear variation of the square root of the conductivity

In this case we have a linear variation of the square root of the conductivity
between the cells.

J5 JK
I, "
.

Ax
dh dx gdx

q=——K ; -dh:qE =
(A/I?l+ocx)

dx
:>_h:——-———_q +C: —'—““+C

OL(A/I_K‘1 + ocx) oK

vl ) R R

which gives the relative conductivity

A/I?l+ocx ; K = (A/ffrocx)z

Jf{:+an ;o= "

=

K, = JKK, (15)

This is the same as the geometric mean of K, and K, .

The geometric mean of the conductivities is however the theoretical solution
of the effective conductivity for a two-dimensional flow /Gutjahr et al. 1978 /
. Thus, this case might be important to study.

Linear variation of the squares of the conductivity

In this case there is a linear variation of the square of the conductivity in
connection between both cells.

K2 K2=Kl+ox ; K= [K}+ox

2
Ki JK = 1odx
2K k2
> K2=Kl+aAx ; o= 21
AX 27 ™ ’ - Ax
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dh dx 2gq 2q

= —— : - h = —_— T = - = e C

q de ; -d a5 - dK = —h o K+

K, -K, _2gAx ARK + K,

2q
Ah = 22 (K, -K)) = 29A = ==
h oc(l ) qu%_KIZ K1+K2:>q Ax 2

This time we get a relative conductivity, which is the same as the arithmetic
mean.

~ K1+K2

2= (16)

K

This is the trivial way to calculate a relative conductivity, but as we have
seen it is not obvious to use just this case.

Comparison between the cases

If we compare the relative conductivities in the five different models, against
the ratio between the conductivities in the two cells, we can see that they are
all equal when the ratio is one and that they differ for all other values. The
relative conductivity is smallest for the discrete case and larger for linear
variations with respect to InK, JK, K and K2, respectively (Figure 3-3).
We can also see that the divergence between the different cases increases
with the ratio between the conductivities in both cells. The selection of type
of connection thus has a greater impact as the variance of the conductivity

increases.

/K,

12

100

Discrete variation .

- — = Linear variation of the logarithm
Linear variation of the square root
-------- Linear variation

— - — Linear variation of the square

K,/K,
0.01557 01 i 10 100

Figure 3-3. The relationship between K, /K, andK,,/K; with the relative
conductivity K, calculated in five different ways.
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The effective conductivity dependence of the variance

To study how the variance of the conductivity in the cells influences the
effective bulk conductivity, the geometric mean of the conductivity in the
cells, e¥, was kept constant as the standard deviation, ¢, was varied.

The effective conductivity increases with increased standard deviation,
except for the discrete case, where it first decreases a little before it starts to
increase (Figure 3-4). This is in agreement with Svensson /1992 /. The model
used by Svensson is almost identical to our discrete case. On the other hand
the discrete case does not correspond to the theoretical results by Gutjahr et
al. /1978 /. They found that the effective conductivity for a three-dimensional
flow can be described as

K . = et (1+062/6) a7n

eff

Gutjahr et al. used a proximal analytical solution based on a stochastic
analysis, where the effective conductivity is calculated for a three-
dimensional flow with a principal direction.

i
5.0 TRer’
Linear variation
— — — Linear variation of the square root Y 7
1 |- Linear variation of the logarithm
4.0 — - — Discrete variation /

3.0

2.0

1.0 1

0055 10 2.0 30 20

Figure 3-4. The effective conductivity as a function of the standard deviation
c.

According to Equation (17) a linear connection between the effective
conductivity and the variance, 62, of the logarithm of the conductivities in
the cells is expected, i.e. the case with a linear variation of JK (Figure 3-5).
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Figure 3-5. The effective conductivity as a function of the variance 62.

One of the most probable reasons why a linear variation of JK is the best
case regarding to the theory is that the flow between two cells is two- rather
than three-dimensional and the relative conductivity we calculate in this case
is the geometric mean of conductivities in the two cells, which is the
theoretical solution of the effective conductivity for a two-dimensional flow.

Effects of the boundaries

If we make a cross-section in our model perpendicular to the principal
direction of the flow, we can see how the flow will be distributed over the
section. It appears that the location of the section in the model is important.
The variance of the flow is greater close to the border of the model than at a
section through the center of the model (Figure 3-6).

This means that the flow is more canalized close to a wall then inside the
rock. This phenomenon can be related to the observation that the outflow in a
tunnel occurs at fewer points than can be expected on basis of how much
water can be extracted from a borehole. A simple way to explain this in our
model is that the flow between two cells in the model depends on the
pressure difference between the cells, which in turn influence each other. At
the wall, the pressure in one of the cells is fixed so that a readjustment can
not occur to the same extent.

However, independently of where the cross-section is taken in our model, the
variance of the flow is always lower than the variance of the logarithm of the
conductivities (Figure 3-7). We can also see that from the slope of the curves
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Figure 3-6. The variance of the flow as a function of the variance of the
logarithm of the conductivities for a cross-section at the border of the model
and at the center of the model.
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Figure 3-7. Examples of flow distribution and conductivity distribution in a
cross-section at right angles to the principal direction of the flow. The section
is situated at the center of the block.

in Figure 3-6. The flow is thus smoother than the conductivity field, which
can be explained by the fact that the flow does not depend on the
conductivity at one single point.

Because the flow is the product of the gradient and the conductivity, the
gradient field must be smoother than both the flow and the conductivity field.
It means that we have a negative correlation between the conductivity and
the gradient field. This is important because we can calculate the expected
value of the flow rate as:
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Elq] = E[Ki] = E[K]E[i] +cov[K, i] (18)

where cov [K, i] is the covariance of the conductivity and the gradient, i.
Since the covariance is negative, the expected value of the flow is smaller
than the product of the expected values for the conductivity and for the

gradient.
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MODELLING BASED ON PUBLISHED DATA OF FRACTURE
APERTURE

In 1988 Eva Hakami published her licentiate thesis. Hakami /1988 / showed
results regarding aperture distribution measurements and water flow tests on
five samples of single rock joints. To study the hydromechanical properties
Hakami developed a technique to make transparent replicas of natural joint
surfaces. The aperture distribution of the joints was obtained through a
measurement method provided by the transparent replicas. The principle
behind the method was that a water drop with a known volume, which is
placed inside a joint, will cover a certain area of the surface depending on the
size of aperture at the actual point. Also water flow tests were performed
using the joint replicas. The tortuosity of the flow and the velocity along
single stream lines were measured using color injections into the water flow

through the joints.

MODELLING OF FLOW

Using Hakamis data of aperture measurements provided the opportunity to
use real data in the FDM-model in order to compare the calculated flow with
the measured flow. In that way the authenticity of the model could be tested.

In the model the transmissivity values are needed in a regular grid parallel to
the orientation of the sample. Because of the fact that Hakamis measurement
points were placed in a rotated grid (Figure 4-1), an estimation of the
aperture in the points on the regular grid was required. The estimation was
done by simple kriging involving the four nearest points.

.- . —o-- 9

* » *: ’ JF L]
*«— *- r ——

¢ » 24 + o
\~\"’, ~~~.;¢ ;';,»' \~\;‘”

Figure 4-1. Schematic view of aperture measurement points position in a
rotated grid according to the grid used in the FDM-model parallel to the

sample.
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The transmissivity 7 was then calculated in each point using the cubic law:

_ bpg
T = S (19)

where b is the aperture, p and p are the density and dynamic viscosity of
water respectively and g is the gravity acceleration.

Using these transmissivity values in the FDM-model the water head
distribution and the water flow was calculated. The results of the flow
calculations are showed in Table 4-1 together with the measured flow and
two different estimations of the flow by Hakami. The first estimation is
calculated with the cubic law used on the average of the aperture for each
sample and the second one is based on the velocity measurements.

Table 4-1. Compilation of measured, modelled and estimated flow per unit
width. 0, measured flow, 0 modeled flow, o, estimated flow from cubic
law, O estimated flow from measured velocities.

Sample Gradient Qm[ml] Q[ml] %;ltgl_:l Qvl:ﬂ:'

No. AhW/L Wls m Wls m Wis m Wis m
B 0.32 3.48 2.40 7.76 1.69
0.56 5.03 4.20 13.57 2.14

S2 0.14 9.03 7.70 12.10 4.77
0.21 11.51 11.55 17.52 5.20

S3 0.31 222 7.81 23.80 0.95
0.60 5.92 15.12 35.35 2.55

S4 0.18 143 2.34 2.67 1.30
0.20 2.18 2.60 3.03 2.31

A2 0.70 1.28 1.17 2.46 0.87
1.05 2.00 1.75 3.69 1.19

The modelled values are in the same order of magnitude as the measured
ones except for sample S3. This is the sample where Hakami noticed the
most unevenly distributed flow. About 80% of the flow result from three out
of ten channels. It is also this sample which shows the largest ratio between
the average mechanical aperture and the hydraulic aperture.
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Figure 4-2. Measured effective transmissivity plotted against the modelled
and estimated effective transmissivity.
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Figure 4-3. Illustration of flow tortuosity in a single fracture;

a) Experimentally observed streamlines for sample S2, /Hakami, 1988 /;
b) Calculated flow pattern for the same sample. The locations of the two
injection cells in Figure 4-5 are also marked.
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In Figure 4-2 are the measured effective transmissivity plotted against the
modelled and estimated effective transmissivities. The modelled values are
falling close to the one to one line while the estimated transmissivity values
based upon the cubic law are overestimated and the estimations based on
measured velocities are underestimated.

Using the head distribution it is also possible to visualize the flow tortuosity
in the fracture. Figure 4-3a shows experimentally determined streamlines for
sample S2 that has a large spread in the aperture distribution. Figure 4-3b
shows the calculated flow pattern for the same sample.

MODELLING OF TRANSPORT

To simulate tracer experiments a particle tracking algorithm was used in the
Geoblock code. The most probable flow path through the fracture was
calculated by weighting the probability for each particle to go in a certain
direction, with the percentage of the water volume which will go in that
direction from the cell in which the particle resides for the moment.

Figure 4-4 is an example where the flow is coming from the left side of
sample S2. One tracer particle was placed in each cell at the left side of the
model to simulate a tracer experiment where the tracer was injected over the
whole fracture side. It can be noticed that the particles follow the canalized
flow shown in Figure 4-3. The time for first arrival with a gradient of 0.21
was 2.7 s which corresponds to a maximal transportation velocity of 0.04 m/
s. The corresponding measured velocity for sample S2 was 0.05 m/s /

Hakami 1988 /.

Figure 4-4. Different time steps in a simulated tracer experiment for sample
S2. The tracer particles are injected over the whole side to the left of the

fracture.
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In Figure 4-5 the effect of dispersion in the model is shown. A number of
particles were placed in two cells at the left side of the model. One of the two
cells was placed in an area with locally high gradient and the other cell was
placed in an area with locally low gradient. However, at the right the gradient
field was different and even particles that started from the area with low
gradient arrived first. The locations of the injections are also marked in

Figure 4-3.

The particle in Figure 4-5 which is left behind in the area with low gradient
illustrates a disadvantage of the used particle tracing algorithm. The flow in
the model is divided in orthogonal components and If the main flow is almost
parallel with the grid in the model the component perpendicular to the main
flow will be small. However, a particle will have a small chance to go in the
direction perpendicular to the main flow and it will take a long time before
the particle arrives to next cell where it can go in the main direction again.
This means that the dispersion can be greatly overestimated with the used

algorithm.
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Figure 4-5. Simulated tracer experiment where the tracer particles are
injected at two points at the side to the left of the fracture.
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FLOW EXPERIMENTS IN A NATURAL FRACTURE

A flow experiment was performed on a drilled core with a fracture parallel
with the length axis of the core. The core was held under compression with a
biaxial cell during the experiments. A constant water pressure was supplied
to the lower end of the core and the flow was recorded from the overflow at
the top. The flow was measured for different compression pressures and
water heads.

FRACTURE SAMPLE

Sampling technique

The sample was taken out using a core drill with a core barrel with an inner
diameter of 191 mm. The core barrel had also the function of holding the
sample together during the drilling. After that the drilling was finished, the
sample was taken out gently from the core barrel. Hose clips were placed
around the core to hold it together, Figure 5-1.

Figure 5-1. The core used in the experiments. At each end of the core is a
hose clip holding the core together.

Description of the sample

The sample was taken from the access tunnel of the Asp6 Hard Rock
Laboratory in south-eastern Sweden. It was taken at section 1450, i.e.
approximately 200 meters below sea level. It consists of Aspé diorite, which
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is reddish grey, medium-grained, porphyritic monzodiorite, with augen 10-
30 mm. The Aspd diorite belongs to the 1700-1800 Ma Smaéland granite
suite /Wikberg et al. 1991 /.

The fracture sample was orientated in such a way that two fractures were
almost parallel to the core with dips near vertical (fracture I) and horizontal
(fracture II), respectively. Fracture I was conductive whereas fracture II was
sealed. Originally, the plan was to study the behavior of the flow at the
intersection of two fractures, but since only one of the fractures conducted
water this has not been done in this study. The fracture planes of fracture I
contained small amounts fracture minerals, mainly chlorite and to a minor
extent calcite. From aperture measurements, it can be concluded that a small
displacement has occurred along the fracture. Given the above information,
the conductive fracture might be interpreted as a tensional fracture.
Regarding fracture II, fracture minerals include more abundant chlorite and
calcite, no aperture measurements on fracture II were undertaken.

The angle between the two fracture planes was 75° and the angle between
the axis of the intersection and the axle of the core was approximately 5°.
The length of the core was about 415 mm and the diameter was, as
mentioned above, 191 mm. Gale /1993 / found that about 3 dm? or lager
sample size appeared to be a representative sample of the fracture plane.
According to this it can be assumed that our sample will be large enough to
be representative for the fracture.

EXPERIMENTAL SETUP

Biaxial cell

The flow experiments were performed in a biaxial cell allowing a normal
stress to be applied on the fractures. No extensive moulding or sample
preparation was needed apart from the end cuts of the drill core. This was
considered advantageous, since we did not want to open or disturb the
natural fractures.

The cell was designed for a maximum normal stress of 10 MPa and a
maximum core diameter of 210 mm. To operate the cell in a comfortable
way the cell was placed in a frame where it could be rotated, Figure 5-2.

At the ends of the core, pipe collars with the same exterior diameter as the
core were placed. The pipe collars were sawed to fit to the profiles at the ends
of the core. With these collars, the core was lengthened to a total sample
length slightly longer than the biaxial cell.
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Figure 5-2. The biaxial cell used in the experiments.

5.2.1.1 Pressure distribution over the fracture

A major question is what pressure distribution we get over the fracture from
the applied circular compression field from the biaxial cell. Assume that we
have a fracture in the core like the case in Figure 5-3 with homogenous
pressure P at the outer surface of the core and a place depending pressure
I1(x) over the fracture. The vertical component of the pressure field is
Psiny and the area element that it acts atis rdydz while IT (x) acts at the
area element dxdz .

A)’

"

( SR

Figure 5-3. Pressure distribution over a fracture in a core with a homogenous
compressive load.
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Thus we get a balance equation in vertical direction:

Psinyrdydz - 11 (x)dxdz = 0 (20)

If we now express dx in cylindrical coordinates we get

dx = rcosy—rcos (Y+dy) = r[cosy— (cosycosdy- sinysindy) ] (2D

which means that

dx — rsinydy when dy— 0 (22)

If (22) is inserted into (20) we obtain

I1(x) = P = constant (23)

for all x. Accordingly, we have a homogenous compression pressure
distribution over the fracture plane.

Water flow arrangements

The principles of the water flow arrangements are shown in Figure 5-4. At
one of the ends of the cell a gable was mounted where water could be let in.
The cell was then orientated so that the gable was placed downward with a
water flow upwards through the fracture. In this way the risk of getting air
captured in the fracture was reduced. At the upper end we let the extension
pipe stretch out over the cell and on this a spout was mounted so that the
water that was flowing through the fracture could be measured.

To the gable at the lower end two vessels were connected in which the water
level was constant. By a system of valves it was possible to chose which one
of the vessels that supplied water to the cell. One of the vessels was
vertically adjustable. By changing the level of this vessel the flow gradient
over the fracture could be changed.

By changing the water supply momentary from the lower to the upper vessel
it was also possible to study the time response of a an immediate change of

the gradient.
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Figure 5-4. The arrangements of the flow experiments with the core in the
biaxial cell.

Pressure measuring points

To get an idea of the distribution of the piezometric head in the fracture
plane, two holes were drilled from the upper end of the core awry down to
the fracture plane, Figure 5-5. To each of the holes a tube was coupled to a
stand pipe with a head scale giving the possibility to read the piezometric
head at the point where the hole penetrated the fracture plane.

Figure 5-5. Principle of the two holes used for piezometric head
measurements.
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Displacement gauges

To measure the deformation of the fracture caused by the applied
compression pressure on the core, a displacement gauge was mounted at
each end of the sample.

We did not use an ordinary strain gauge because of the problems of a damage
of the strain gauge that were associated with measuring over the fracture.
Instead, we used a type of gauge which works by measuring the field from a
movable magnetic staff. The detector which the staff goes through was
mounted at one side of the fracture and a hold-on for the staff was mounted

at the other side.

EXPERIMENTAL RESULTS

Flow. transmissivity and hydraulic aperture

The flow trough the fracture was measured by collecting the overflow of
water from the cell during a certain time. This was made for various
gradients and compression pressures. In Figure 5-6 the flows are plotted
against the water pressure head. The compression pressure is increased in
stages for each load cycle. The points that make up the curve denoted 0.45y
are measured in next load cycle with a pressure at 0.45 MPa. The time
between the load relaxations and the last measurement was about two and a
half day. We can here see that we have a hysteresis in the flow even after

several load cycles.

The flow is directly proportional to the gradient, which means that we have a
linear flow regime in the fracture. The Reynolds number, Re, for flow
between two planes is defined as:

2epv
Re = —/—— (24)
v

Where e is the hydraulic aperture of the fracture, v the mean velocity of the
fluid and pu/p the kinematic viscosity. This is equal to:

- 20p
Re = o (25)

where Q is the flow rate and W the width of the fracture. This gives

Re = 160 as the maximum in our experiments. For rock fractures the
critical Reynolds number for onset of turbulent flow commonly lies between
100 and 2300, increasing from the lower datum with decreasing wall
roughness /Elswort and Doe 1986 /.



31

180T
16.0 T
1407
120 T
Z_'; 10.0
E
2
T 80T
O—=<0.30 MPa
B—m(045
60T L—1N\0.60
x*—X0.75
*—%0.90
4 0 -+ : : 1-05
’ O0—_01.20
V—¥0.45y
20T
0.0 —

08 10 12 14 16 18 20 22
Water pressure head [m]

Figure 5-6. The water flow plotted against the water head for various
compression pressures.

Table 5-1. Calculated transmissivity and hydraulic aperture at different
pressure over the fracture. The index y stands for measurements from the

next load cycle.

P[MPa] T [m?s] e [um]
030  1.81-10-5 285

0.45 1.67 - 107 277
0.60 1.56 - 10 271
0.75 1.51-10°3 268
0.90 1.40- 1073 261
1.05 1.27 - 1073 253
1.20 1.15- 1075 245
0.45; 127107 253
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Using the data shown in Figure 5-6 it is possible to calculate a transmissivity,
T, and a hydraulic aperture, e, for each of the compression pressures. The
transmissivity is calculated from Equation (2), and the hydraulic aperture
from Equation (3). The transmissivities are shown in Table 5-1, together with
the hydraulic apertures, are average values for the calculated transmissivity
at each measured level of water pressure head.

Compressibility and storage coefficient

The hydraulic aperture of the fracture will decrease with 40 um when the
compression pressure increase from 0.3 to 1.2 MPa In terms of
compressibility this corresponds toa x = 2- 10 % Pal for the fracture. The
decrease of the mechanic aperture measured by the displacement gauges is
for the actual pressure interval 27 um and 31 pum for the bottom and top
respectively.

Using the compressibility, the storage coefficient, S, can be calculated from
Equation (26):

S = pgh(wx, +K) (26)

where b is the aperture and o is the porosity. The compressibility for water
K, =5-10 [Pa ] can be ignored according to the compressibility of
the fracture and the storage coefficient for the fracture will then be 5 - 10

Another way to calculate the storage coefficient of the fracture is to study the
time response to a momentary change of the water head gradient. Assuming
a linear variation, when the system is in equilibrium, the water head pressure
distribution 4 over the fracture can be written as:

h(z,t) = h0+Ah§—‘P(z, ) (27)

where A, is the water head at the upper end of the sample, AA#/L the gradient
over the sample after a long time, L the total length of the sample, z the
coordinate length the sample, and ¥ a time and place dependent variable
described by the Equation system (28):

So¥
PN G
V¥ = 797 DE

¥(0,) =¥ (L) =0 BC (28)

¥ (z,0) = ‘POE IC
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Figure 5-7. The pressure distribution over the sample for ¢ = 0 and ¢ = oo.

See Figure 5-7 for an illustration of the used symbols. The differential
equation with the given boundary conditions has the following solution:

e 52
Z fn sin—

n=1

(29)

Using the initial condition, the Fourier coefficients, }’n are calculated to be:

J“I’ —s1n—dz
- ¥, /L z 2%, .
f, = L =73 Jmm——dz = —n—( 1Hnt
jsinzi%zdz 0
0

and Equation (28) can be written as:
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The water head gradient at the upper end is:
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and

SL?
== 34
T (34)

Using Equation (32) it is now possible to express the outflow during the time
as:

b4
(1 = TW(ATh—TOD(u)) (35)
By matching the outflow curve, plotted against the time, with the function
D(u), plotted against 1/u, it is possible to calculate the transmissivity and the
storage coefficient. In Figure 5-8 the method is illustrated with data from an
experiment with a compression pressure at 0.75 MPa and a difference in
water pressure ¥, = 1.12 m. Unfortunately, the response to changes of the
outflow was too slow in our experiment because of the setup with a water
volume between the fracture end and the outflow pipe. The transmissivities
are almost the same as before but the storage coefficient is in an order of
10™> which is not a reasonable value, but with another setup it would still be

a practicable method.
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Figure 5-8. The function D(u) plotted against 1/u, used to calculate the
transmissivity and storage coefficient from a momentarily change of the
gradient over the fracture.
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5.3.3 Tracer test

In order to estimate the transport time along the fracture, a tracer test was
performed. A tracer consisting of a mixture of water and Uranine was used.
The tracer was filled into the upper vessel. At the initial stage, the cell was
supplied with water from the lower vessel. At a given time, the valve to the
upper vessel was opened. Due to the higher water pressure of the upper
vessel, the water was substituted with the tracer in the whole system,
including the lower vessel and the volume between the gable and the core.
The compression pressure during the tracer test was 0.45 MPa.

Figure 5-9. Video registration of tracer. a) Before the tracer has arrived.

b) The moment of first arrival of tracer. ¢) The tracer mixed with the water
above the core.
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The detection of the tracer at the upper end of the core was registered by a
video camera. Unfortunately, we had two different problems with the
detection, both according to the fact that we had a water volume also above
the core. The first problem was that the tracer was mixed with the total water
volume when it first arrived so after just a few seconds it was impossible to
see the core (Figure 5-9¢). We tried to get around this problem by making
channels by plexiglas from the fracture opening to the water surface but it
was not successful, mainly because of the other problem. That was the
reflection we have in the water surface from the UV-lamps and ordinary
lamps that we needed to get a good view of the test in the video camera.

The tracer arrived first at a point 65 mm from the left side of the fracture
(Figure 5-9b). The time for this first arrival was 3.4 seconds after the tracer
was added. This corresponds to a maximal transportation velocity of 0.12 m/
s. The next arrival point occurs at the right side of the fracture 4.2 seconds
after the addition of the tracer and after 7 seconds the tracer had arrived over

the whole fracture.

The expected time to exchange the water volume in the fracture can be
calculated from the volume of the fracture divided by the volumetric flow

rate:

LWb
==~ 36
4 > (36)

Using the mean aperture, b, from the aperture measurement (Chapter 6.2) the
expected time of exchanging of the water volume in the fracture is 4.5 s. This
corresponds to a mean velocity, v, at 0.09 m/s. Assuming that there is no
adsorption, the expected concentration of tracer can be calculated as a
function of location along the fracture, z, and time, #, /de Marsily 1986 /:

C
C(z1) = -z_()[erfc( Al ﬂ 37)

2 o, vt

there C, is the initial concentration and 0., is the longitudinal intrinsic
dispersion coefficient. By matching Equation (37) with the measured time
for the first arrival (Figure 5-10) o, can be estimated to 3 mm. This is of the
same magnitude as the measured correlation length in the aperture
measurements (Figure 6-2). In Figure 5-10 we can also see that the expected
relative concentration at the time for the arrival at the second point is 30%,
which means that we have a channeled flow, where 30% of the flow arrive at
the first arrival point. We can also see that the measured time of 7 s for the
tracer to arrive over the whole fracture, corresponds well with the expected

time.
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Figure 5-10. Expected concentration of tracer as function of time at the upper
end of the fracture with o, = 3 mm. The times of 1:st and 2:nd arrival are
also marked.

Pressure measuring points

The results from the pressure measuring points shown in Figure 5-11 are for
different compression pressures. The water pressure head at the lower
measuring point is what was expected if the gradient was uniform. The head
at the upper measuring point, on the other hand, is higher than expected. This
indicates that the aperture is smaller than the mean in the upper part of the
fracture, followed by a part with a wider aperture.

The displacement of the pressure gradient when the compression pressure is
changed, is general for all levels of water head at the lower end of the core.
This indicates that an increase of the compression pressure influences the
aperture reduction more at the lower measuring point than at the higher one.
Bearing in mind the conclusion that the aperture already is smaller at the
upper end of the core, this is reasonable. However, this somewhat contradicts
the results from the displacement gauges, which showed that the
displacement was greater at the upper end, than at the lower one,
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Section 5.3.2. On the other hand, the difference between these displacements
are rather small and even for the upper part of the pressure interval, the
displacement is greatest at the lower end of the core.

500 (

400 T

300 T

Core length [mm]

200 T

100 T

O + + + + + + + + + + 4
00 02 04 06 08 10 12 14 16 18 20 22
Water pressure head [m]

Figure 5-11. The pressure distribution over the length of the fracture based
on data from the two pressure measuring points.
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FRACTURE APERTURES

The fracture aperture of the sample used in the flow experiments described in
Chapter 5 was measured after that the flow experiments were finished. In
Chapter 7 the measured flow is compared with the predicted flow based on
the geometrical description of the fracture.

The fracture was injected with fluorescent epoxy while it still was in the
biaxial cell. After that the epoxy had hardened the core was cut up in slices to
provide a couple of profiles along the fracture. These profiles were examined
with a stereo-microscope connected to an image analysis system. A more
detailed description of the aperture measurements is in Hakami and Larsson
/1996 / (see also Hakami /1995 /).

GROUTING WITH EPOXY RESIN

The epoxy used to grout the fracture was Epofix (for technical data of
Epofix, see appendix 3). This is an epoxy with well-known behavior together
with rock material. It is frequently used for the preparation of microscopic
thin sections. One important property for our experiment is that it has an
insignificant hardening shrinkage. This is important because we are using the
thickness of the epoxy layer as a measurement of the fracture aperture. To get
a lower viscosity of the epoxy acetone was added. The mixing ratio in
volume percentage of resin, hardener and acetone respectively is shown in
Table 6-1 compared to the normal mixing without acetone. To make the
epoxy fluorescent Epodye was used as dye.

Table 6-1. Mixing ratio of the epoxy in volume percentage.

Resin Hardener Acetone
Used 66% 22% 12%
Normal 89% 11% -

The epoxy was injected in the fracture while the core was still sitting in the
biaxial cell. The compression pressure over the sample during the injection
and the hardening time was 0.45 MPa. The cell was rotated upside down
compared to the orientation during the flow experiments. Epoxy was filled
between the core and the gable and compressed air was used to get an
injection pressure of 50 kPa. The injection pressure was held on until epoxy
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had arrived over the total fracture opening at the other end of the fracture.
Sixty-five hours after the grouting was made, the confining stress over the
sample was released and the core was taken out of the biaxial cell.

APERTURE MEASUREMENTS

The aperture measurements were made by Eva Hakami at the Division of
Engineering Geology, Department of Civil and Environmental Engineering,
Royal Institute of Technology /Hakami and Larsson 1996 /. Using a diamond
disc cutter the core was cut into segments and these segments were moulded
in concrete. Each part was then cut along profiles across the fracture. After
each cut, aperture measurements were made along the exposed fracture
profile using a stereo-microscope directly connected to an image analysis
system. With the aid of microscope filters, it was possible to obtain good
contrast between the rock and the fluorescent epoxy. The image analysis
system was programmed to measure the aperture at points with a specified
distance along the profile. The accuracy of the measurements was about 10-
30 wm with the image size used. At points where the fracture had two epoxy
layers an equivalent aperture was calculated as » = 3/[b3 + b3] . The term
aperture is in this study defined as the separation distance between the
fracture surfaces in the normal direction to a plane parallel to the fracture.
The aperture is thus a pointwise distribution of values ranging from zero to a
maximum value. Note that because of the roughness, the aperture is not the
shortest distance between the two fracture surfaces at each point. However,
the fracture plane have to deviate from the reference plane with more than 8”
if the difference between the aperture and the shortest distance should be
more than one percent. The contact area is here defined as the areas where
the apertures are smaller than a certain threshold.

The configuration of the measurements taken on the studied fracture area is
shown in Figure 6-1a. The area was divided into eight subareas, A-H. The
aperture measurement points were taken with distance of 200 pm for 65
profiles, 100 pum for four profiles and 50 pm for one profile. A total of some
30 000 aperture data were recorded. The direction of profiles was changed
between subareas in order to be able to pick up any possible anisotropy in the
aperture pattern.

The spatial distribution of the aperture is understood by posting the location
of data points with an aperture smaller than 50 pm (Figure 6-1b). It can be
seen that these contact areas are more frequent to the upper end and the right
side of the specimen. This corresponds to the results from the tracer test in
Chapter 5.3.3 where we found that the tracer first arrived at the left-hand side
and the result in Chapter 5.3.4 where it was noticed that the pressure fall was
greatest at the upper end of the fracture. The locations of first and second
arrival point in the tracer test are marked in Figure 6-1b, and the locations of
the pressure measuring points are marked in Figure 6-1a, respectively.
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Figure 6-1. a) Configuration of measurement profiles and subareas. The
locations of the pressure measuring points (Chapter 5.2.3) are marked with
¢ . b) Location of measurement points with apertures smaller than 50 um.
The locations of 1:st and 2:nd arrival point in the tracer test (Chapter 5.3.3)
are also marked.

The contact areas are correlated to the fracture intersection, (dashed line in
Figure 6-1b), in particular subarea B. In Subareas D, E and G the
measurement profiles are oriented subparallel to the intersection and
therefore the location and character of the intersection is not well known in
the lower part of the fracture. No epoxy has been noticed in the intersecting
fracture except at the intersection with the studied fracture.

The results of the aperture measurements of the eight subareas are presented
as summary statistics in Table 6-2. In Figure 6-2 frequency histograms and
variograms for each subarea are shown. The arithmetic mean of the subareas
ranges from 307 pm to 380 um, and the standard deviation lies between 133
im and 321 pm. In general, the shape of the frequency distributions is
similar for all samples. The distributions are bell-shaped with a few
percentage zero-apertures. Compared to a normal distribution they have a
somewhat higher peak around the median. The mean apertures are slightly
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Table 6-2. Statistics of apertures in the subareas of the fracture.

Subarea

a b

c d e

f g h

Number of data

points

Mean aperture

Standard deviation

Median

b <50 um [%]

5836 5825

307
133
317
7.0

365
133
366
5.5

3525 3840

384
157
358
0.5

349
145
338

35

380
151
373

3.0

3220 3468

358
150
331
0.7

2423 1679

379 360
207
336

0.7
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Figure 6-2. Aperture distribution and experimental variograms for the eight
subareas of the studied fracture.

larger on the left-hand side of the fracture. Also, the apertures are slightly
larger at the inflow side compared to the outflow side. Out of the total
aperture data recorded, about 15% were taken at points with more than one
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epoxy layer. In the calculations of the variograms, apertures in the interval O-
1500 pm are included. For all samples, the range of the variograms is in the
interval 5-20 mm. The range is largest in the subarea B were the contact area
is also largest. The variograms for the studied fracture may be fairly well
approximated with an exponential model with a range of about 8 mm and a
sill of about 16 000 ],Lmz. The trend in the aperture with slightly higher values
to the left and to the inflow side of the fracture is indicated in some of the
variograms where the variograms increase with lag distance without staying
at a plateau. However, since this trend is small compared to the mean
aperture of the fracture, it does not have a significant influence on the shape
of the variograms or the interpreted correlation lengths.
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MODELLING OF THE FLOW EXPERIMENTS

FDM-MODELING OF THE FLOW

Using the aperture measurement data presented in Section 6.2 the flow
through the fracture has been calculated using the FDM-model in a similar

way as in Chapter 4.

We have the same basic conditions which means that transmissivity values
are needed in a regular grid parallel to the orientation of the fracture. Even if
most of the measurement profiles are parallel or at right angles to the fracture
orientation, they are not regular. To overcome this problem, the fracture
plane was divided in several small subareas, each one 25x25 mm. For each
subarea the mean and standard deviation of the aperture have been
calculated. Also the ratio of measurements of contact areas for each subarea
was calculated. For those subareas, where no measurement data exist, the
measurements from the closest subarea were used, see Figure 7-1.
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Figure 7-1. View over the subareas used to generate statistical data of the
aperture distribution to the FDM-model. The arrows indicate subareas
without measurement data.
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For each subarea, 25 cells were given an aperture from the statistics for that
subarea. This means that the cells are of the size of 5x5 mm. This is in the
same order as the lag distance, see Figure 6-2, which means that it is correct
to let the aperture of the cells be independent of each other.

A set of realizations of the aperture distribution was done with the same
boundary conditions as in the flow experiments and with a water pressure
head of 2.1 m at the lower end. The realizations gave a mean flow through
the fracture of 28.1 ml/s with a variance of 1.0. However, the modelled
fracture is somewhat wider and longer than the actual fracture. To compare
the modelled flow with the measured one, we have to compensate for this,
and we get a mean flow of 24.7 ml with a variance of 0.9. The measured flow
through the fracture that we have to compare with was 11.5 ml/s, i.e. an
overestimation of the flow of 2.1 times.

The reason for the overestimation can be related both to the specific fracture
and the technique in general. Technical reasons might include the existence
of flakes which have not been noticed when the aperture measurements were
done, which means that the active aperture is smaller than the measured
value. Possible air or chemical reactions in the fracture will reduce the
measured flow compared to the estimated one. Another possible technical
reason is that the resin may has taken away some material from the fracture.
Reasons related to the specific fracture can be anisotropy or local parts of the
fracture that do not play an active part for the flow regime. However, neither
anisotropy nor locally isolated parts have been noticed for the studied

sample.

In Figure 7-2 contour lines for the gradient in four realizations are shown.
We can see that the lines in the uppermost part have a trend to be more close
to each other, particularly at the right side. This corresponds with earlier
results (Chapter 5.3.3, 5.3.4 and 6.2) where it was noticed that the pressure
head fall was greatest in the upper (middle) part where most of the contact
area was measured and where the tracer arrived last. This result is also
illustrated in Figure 7-3 where a series of head gradients over the length of
the fracture is shown for one of the realizations. Figure 7-3 can be directly
compared to Figure 5-11.
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Figure 7-2. Contour lines for the pressure over the fracture in four
realizations.
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Figure 7-3. Examples of pressure distribution over the length of the fracture
in one of the realizations. The location of the pressure measuring points in

the experiment are marked.
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TRACER SIMULATION

Using the particle tracking algorithm described in Chapter 4.2, the tracer
experiment in Chapter 5.3.3 has been simulated. The average time for first
arrival was predicted to be 2.4 s which should be compared with the
measured time of 3.4 s. This means that the maximal transportation velocity
was overestimated with a factor 1.4. The transportation velocity is thus
somewhat better estimated than the flow, even when taking into account the
fact that the flow depends on the cube of the aperture and the velocity
depends on the square.

00s 0.8s 1.6s 24s

Figure 7-4. Different time steps in a simulation of the tracer experiment
described in Chapter 5.3.3. The location of first arrival in the experiment are

marked.

In Figure 7-4 the canalization of the flow can be noticed. The particle
velocity is smaller at the right side and at the upper left side due to the more
closed parts of the fracture in these regions. The two particles which have not
left their injection points were placed in contact area cells. It can also be
noticed that there is good correlation between the location of the first arrival
in the experiment and in the simulation.
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ESTIMATION OF THE FLOW BASED ON THE APERTURE
MEASUREMENTS

Using the statistical data of the fracture aperture, the effective transmissivity
can be estimated by using the different equations given in Chapter 2.1. The
various predictions are listed in Table 7-1. The arithmetic mean of the cube
of the aperture is, as mentioned, the upper bound on the actual transmissivity
and it will greatly overestimate the transmissivity, even if corrected for the
contact area. The cube of the mean of the aperture is somewhat more
accurate, and the geometric mean of the aperture is further better. The most
accurate prediction, is made by Equation (7) in conjunction with the
correction for contact area, Equation (10). However, the prediction still
overestimates the effective transmissivity, and consequentially also the flow,
with a factor 2.2. This means that the FDM-modelling estimates the flow
somewhat better, but the accuracy is in the same order of magnitude.

Table 7-1. Prediction of hydraulic transmissibility (divided by pg/121).
E[b], o, and e are given in units of 10-%m; ¢ is dimensionless; other
values are in units of 10~12m°>.

Value Comments

E[b] 366 mean aperture

c, 148  standard deviation of the
aperture

e 253  hydraulic aperture

c 0.027  contact area extent

E [b?] 83.3  upper limit

E[b3] (1-2¢) 78.8  as above, adjusted for
contact areas

E[b]3 49.1  cube of mean aperture

E[b]3(1-2¢) 46.1  as above, adjusted for
contact areas

b} 39.2  geometric mean, Eq (8)

b2 (1-2c) 37.0  as above, adjusted for

contact areas

E[b]3(1—1.5c5§/E[b] 2 37.1 Eq()

E[b]3(1-1.562/E[b]?) (1-2¢) 35.1 asabove, adjusted for
contact areas

e3 16.2  calculated from T
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SOME NOTES ON TWO-PHASE FL.OW IN FRACTURES

One of the problems that affect the inflow to, and the groundwater-pressure
around, a tunnel is that it exists both water and air in the fractures close to the
tunnel. In a fracture with varying aperture, the gas will go to the widest part
of the fracture because of the capillarity. T