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Sammanfattning (Swedish)

Syftet med modelleringsarbetet inom Task6 ar att koppla ihop platsbeskrivningsmodeller och
sikerhetsanalysmodeller baserat p& data fréan Aspolaboratoriet. Den forstnamnda typen av
modeller &r oftast komplexa. De inkluderar detaljerade fysikaliska och geokemiska egenskaper
och Kkalibreras mot in-situ experiment som gors i liten skala under kort tid.
Sékerhetsanalysmodellerna &r av enklare typ, begransade till de dominerande fysiska
sprickenheterna, vanligen anvanda for att studera olika mojliga konfigurationer och for langa
tidsskalor och stora omraden (kilometerskala).

Har presenterar vi resultatet for de delar av Task 6 som relaterar till férséken med det 200 m
semi-syntetiska sprickiga bergblocket (6ver 5600 plana geometriska formationer med
sammanhangande egenskaper liksom komplexitetsmonster). Task 6D behandlar fragan om
identifiering av systemegenskaper baserat pa sparamnesforsok genomforda inom True Block
Scale (Test C2). Task 6E studerar transportegenskaperna hos detta block fér en blandning av
sparamnen fran icke-sorberande till starkt sorberande samt byggande av en forenklad
sakerhetsanalysmodell. Task 6F behandlar kanslighetsanalys som i forsta hand inkluderar
simuleringar pa ett enkelt system for att kunna jamfora resultat fran olika modelleringsteam
som arbetar med Task6F och i andra hand for att studera inverkan av komplexiteten hos
sprickorna och dven frekvensen for hur sprickorna ar ihopkopplade ("connectivity™).






Abstract

The objective of Task6 of the Aspd modeling Task Force exercise is to build a bridge
between site characterization (SC) models and performance assessment (PA) models on
the basis of the Asp6 underground laboratory dataset (Sweden). The first type of models
are typically complex. They incorporate detailed physical and geochemical properties
and are calibrated against short term and small scale in situ experiments. Performance
assessment models are simpler, restrained to the main physical features, generally used to
study a variety of possible configurations and apply to long time scales as well as larger
spatial scales (kilometric).

We present here the results for the subtasks related with the 200 m semi-synthetic frac-
tured block (over 5600 planar geometrical features with associated properties as well as
complexity patterns). Task6D addresses the question of identification of system properties
based on the tracer test experiments conducted within the True Block Scale phase (Test
C2). Task6E studies the transport properties of this block for a cocktail of tracers ranging
from non sorbing to largely sorbing and building of a simplified PA model. Task 6F is
devoted to sensibility analysis firstly including simulations on a simple system allowing
for comparison of results between the various modeling teams working within the task,
secondly, studying the influence of fracture complexity as well as fracture connectivity.



Executive summary

The present document reports the studies associated with transfers within a semi synthetic
200 m fractured block defined in former Task6C [Dershowitz et al. 03].

Results are detailed along the various subtasks. Task 6D deals with calibration of
a tracer test addressing the issue of level of information contained in tracer tests and
its constraining power for PA time scales. Task 6E deals with transport properties of
the semi synthetic block for PA time scales. Task 6F provides a common ground to
compare transfers within a simple feature for the different modeling teams. Task 6F2
first addresses issues dealing with complexity of fractures, its modeling and impact on
transfer properties, secondly, this task addresses issues related with connectivity of the
system and its impact in terms of shape of breakthrough curves as related with limited
matrix diffusion effects.

Task 6D

This subtask deals with a semi synthetic 200m fractured block. It incorporates 11 mea-
sured fracture zones as well as 25 synthetic 100m scale units and 5660 synthetic lower
scale units referred as Back Ground Fracturing. The synthetic features are generated to
account for the fracturation statistics measured at the site. Full complexity of the larger
scale fractured zones is accounted for as well.

The purpose of this task is to address the issue of identification of the flow and trans-
port parameters associated to the major features of the system from a tracer test conducted
at the site (referred as Test C2). This test involves a limited volume of the former block,
roughly located around features 20, 21, 22, 23.

Our contribution to the task more precisely consists in:

e Modeling of the system and simulation of the pumping conditions and tracer test
for the different tracer considered.

e Calibration of the parameters of the system: we look for one single deterministic
parameter set involving homogeneous matrix diffusion zone along the flow path.
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e Sensitivity analysis to the most sensitive parameters: fracture aperture dominantly
responsible for arrival times.

In our modeling strategy, we indeed rely here upon the results obtained along Task 6A
and 6B. These subtasks were similar to task 6D except that the system was simpler, limited
to a single fracture. We raised the question of the level of complexity to be incorporated
in the model as compared with the constraining power of the information contained in the
tracer tests. Results showed that the level of information contained in the tracer tests only
allows for the identification of simple major features of the system: advective travel time
(flow properties and transport porosity along the main flow lines) and averaged proper-
ties of immobile zones in the vicinity of the mobile zones, combined with dispersion in
the fractures. These are mainly responsible respectively for the peak arrival time of the
breakthrough curve and the spread of the curve. In addition to this, the parameters to be
identified from the tracer tests considered were shown to be useless to account for long
term transfers. The same is true here. The level of information provided by the tracer test
is here relatively lower due to the uncertainties related with a block of at least 4 fractures
as compared with a single fracture case. The units explored by the plume are for the
present situation: 4 fractures (geometry, properties) the intersections involving incoming
freshwater and the rest of the heterogeneous matrix volume. The amount of parameters
to be identified is larger. Identification of these features can’t be expected based on the
provided tracer tests and the experience gained in the single fracture case.

In consequence, our approach here is very basic in terms of geometrical complexity
of the system. The model considers the 11 deterministic fractured zones provided in the
specifications for the flow problem. A sub model for the local tracer test limited to 4 frac-
ture zones (feature 20 to 23) involving homogeneous matrix zone properties is considered
for the calibration of the tracer test. The flow boundary conditions are taken from the
former larger scale model (all deterministic features). The identification problem corre-
sponds to the estimation of the individual fracture apertures for the 4 features modeled
(additionally surface sorption coefficient for sorbing tracers) as well as a homogeneous
matrix zone property (porosity, diffusion coefficient, retardation coefficient). Flow param-
eters, not calibrated, are taken from the deliveries. We search for a unique deterministic
parameter set for optimal calibration of the system. This parameter set proved coherent
with the measurements available for matrix properties. Sensitivity analysis are conducted
based on this optimal set.

From the simulation side we proceed here in two steps involving two modeled sys-
tems. A larger 200m scale model is first considered providing the boundary conditions
for the lower scale model explicitly modeling the 4 deterministic fractures concerned by
the tracer test and used to fit the breakthrough curves. These models are built in our
Cast3m code based on Mixed and Hybrid Finite Element scheme for resolution of flow
and Finite Volume scheme for the resolution of Eulerian transport. Additional information
about these models follow:

1. The 200 m model involves a smeared fracture representation of the fractured system
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(limited to the 11 deterministic features). It takes the provided boundary conditions
into account and simulates the pumping test (continuous radial converging).

2. Test scale model meshes the 4 deterministic features (20 to 23) with adjacent ma-
trix zones. Boundary conditions from the preceding larger scale model are applied.
Transport is simulated for Dirac input and convoluted with the input injection con-
centration curve. Manual fitting procedure is conducted considering different frac-
ture apertures, dispersion coefficients and matrix properties.

As mentioned previously, the level of information provided by tracer tests (as inferred
from previous steps of the task) is very limited whereas the uncertainties are large (ge-
ometry, parameter sets, structure of the heterogeneity ...). So we do not consider that we
really address here an issue of identification of the system based on Tracer Test C2. We
should rather say that we show that for the chosen deterministic set of parameters (within
the expected range of values), a satisfactory level of fit (of breakthrough curves) can be
achieved. In fact we more verify here that our approach is coherent with the dataset pro-
vided, building confidence in the case studied and associated results. Nevertheless, other
views of the system are possible and the level of information contained in the tracer test
does not allow discrimination.

So work associated with Task6D involves (i) calibration of the system based on homo-
geneous matrix diffusion coefficients (porosity, diffusion coefficient, penetration depth)
and four fracture transport apertures, (ii) check that these parameters well fall into the
expected parameter range (as related with the complexity of the features), (iii) Sensitiv-
ity analysis study (here limited to the most sensitive parameter as identified in previous
phases of the task: fracture apertures controlling the advection time).

The major results follow :

e Good level of fitting could be achieved based on minor changes in the base line
parameter sets provided in the specifications. The calibrated matrix properties fall
well into the expected ranges considering the data and geometrical features pro-
vided. Further refinements of the model are not required from the point of view of
the fitting of the tracer test results. This calibrated system is nevertheless not the
unique solution, the inverse problem issue being non unique even for the simple
system considered here. In particular, it is hard to discriminate spreading of break-
through curves originating from dispersion in the fracture plane and from matrix
diffusion. Similarly, to a certain extent, comparable breakthrough curves are ob-
tained for smaller transport porosity in the fractures (lower advective arrival times)
and larger matrix diffusion effect (larger porosity or diffusion coefficient).

e The most sensitive features from this system are related with advective arrival times
whatever the tracer considered. The most important parameters are for the trans-
port problem: fracture apertures and surface sorption coefficients. The influence
of matrix diffusion in the transport processes proved here more important than for
Task6A and B due to the larger contact time with the matrix zones along the larger
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travel path. This influence remains anyway still secondary as compared with for-
mer properties associated with the arrival of the peak. Indeed, a change in 50%
in matrix properties does not so much affect the shape of the breakthrough curves
as for a similar change in fracture aperture or sorption properties (intermediate to
largely sorbing tracers). A correlated result is that the tracer test better constrains
the fracture apertures than the dispersion coefficient or matrix properties.

So, we do not expect sufficient constraining power of the tracer tests as a whole for
the future steps of the task. As a consequence, in our approach to Task 6E, we will
not condition our model to these tracer tests. Task 6E and 6F will include study of the
impact of the different levels of heterogeneity contained in the definition of the semi
synthetic block (Task 6C): main conducting features, complexity of the fractured zones,
back ground fracturing. These features indeed potentially play an important role in long
term transfers and associated retention processes. They were not included in Task 6D
since these could definitely not be constrained from the tracer tests breakthrough curves
provided.

Task 6E

Task6E addresses the issue of prediction of transport of a cocktail of tracers at post clo-
sure time scale. It follows Task6D which was expected to build a common ground for
the block models by incorporating constraints related with information contained in the
available tracer tests (breakthrough curves). Nevertheless, our results showed that tracer
tests poorly constrain the system for PA (Performance Assessment) time scales (hundred
thousands to million years). In consequence, no attempt was made here to constrain the
model for Task6E study to Task6D tracer tests.

Our simulation approach for Task6E relies upon explicit modeling of the geometrical
features according to the geometries and properties provided in the deliveries. Fractures
are represented as 2D planes and discretized with triangular elements. Intersections are
1D elements where continuity of fluxes is obtained. Flow is limited to the features pro-
vided (matrix blocks are considered no flow zones). Steady state flow is solved within
Cast3M code with a mixed and hybrid finite element scheme (MHFE). Transient trans-
port in the fracture network is solved with an Eulerian approach with the same code. This
scheme provides indeed valuable advantages in mass conservation for such a fractured
network with highly contrasted properties. Transport in the fracture network includes ad-
vection, dispersion, diffusion as well as linear sorption effects. Transport in the matrix
blocks is considered as well. It corresponds to diffusion into the matrix blocks as well
as linear sorption effects. This phenomenon delays the tracer arrival. It is here included
in the model by means of a semi-analytical approach (no numerical simulation based on
discretization of the matrix zones). Matrix diffusion is computed according to analytical
solutions of diffusion in 1D systems (1D infinite, limited 1D, composite medium). Intro-
duction in the Eulerian transport equations is straightforward. This is achieved by means
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of an additional source term whereas coupling between fracture and matrix relies upon
fracture concentration forcing history for the convolution of matrix evolution of mass as
well as source term for fracture concentration evolution. The resulting temporal scheme
is fully implicit. The model retains very complex and highly variable patterns of flow and
transport in the fracture block as well as within each fracture plane.

Fracture complexity is fully accounted for in a deterministic manner. Dominant frac-
ture type is applied to each modeled fracture. This complexity can be fully accounted for
in the model presented above. Previous studies showed indeed that for PA time scales
matrix zones in the vicinity of the fracture plane react quasi instantaneously to mass in
the fracture. Such zones are equivalently represented by means of a retention coefficient
applied to the fracture transport equations. The corresponding matrix zones are fracture
coating for Type 2 features and fracture coating, gouge, Mylonite for Type 1 features.
Altered and non altered granite for both Type 1 and Type 2 features are represented by
means of the semi analytical approach sketched out previously (1D diffusion in a com-
posite medium).

Simulations are conducted for the tracer cocktail and the properties and head gradient
provided in the deliveries. Performance measures required in the deliveries are produced.
These enclose mainly breakthrough curves through several observation planes as well as
mass flux exiting the modeled block.

Final results include 1200 main fractures from the initial semi-synthetic block of 5600
fractures. These features were selected after (i) ordering the fractures by decreasing order
of size, (ii) retaining minor fractures present in the vicinity of the source term location,
(iii) studying connectivities within the fracture network for a sample of 3000 larger frac-
tures, (iv) studying sensitivity of flow and transport properties of the block to the amount
of fractures included.

Sensitivity analysis to different other parameters are considered. These analyzes aim
at assessing the quality of the numerical simulations or address physical modeling issues:

e Numerical studies include convergence of the simulations as regard to mesh size,
time step, sensitivity to dispersion coefficient.

e Physical modeling issues include sensitivity to the amount of fractures considered
(main or minor contributors and associated influences), sensitivity to local matrix
properties (complexity factor, fractures purely Type 1 or 2), sensitivity to matrix
units located more in the depth of the rock (altered and non altered rock) including
their representation and depth (limited versus non limited matrix diffusion, com-
posite or homogeneous properties).

Main conclusions are:

e For the PA time scale considered, a very first order controlling effect to transport
in the block corresponds to matrix diffusion effects. Matrix diffusion introduces
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important retardation effects. The impact on peak arrival time corresponds to a
factor of 10 for non sorbing lodine to 5.10° for Americium (adding to sorbing
effects). The maximum flux is reduced by a factor of 50 for lodine to 3.10° for
Americium. The impact in terms of arrival time of 95% of the mass is larger due to
tailing effect related with matrix diffusion effects. The retardation in 95% ranges
from 3600 for lodine to 4.107 for Americium. Penetration depths by the order
of several meters to 10 meters are observed. These show that diffusion processes
range largely over local effects strictly located around fracture planes. This is
clearly in contrast with experimental forced flow regimes for which only high
diffusion matrix zones in the vicinity of the flow have a real impact on transport
properties. More detailed analysis of the impact of the various matrix zones show
that intact rock as well as the altered diorite are here the major contributors to this
retardation effect. Matrix zones closer to the conducting unit, like fracture coating,
gouge and cataclasite can be represented as retardation factor. Their impact is
comparable in amplitude, though smaller, to the impact of altered and non altered
rock when considering peak arrival times. Analytical expressions are proposed and
validated to estimate the retardation coefficient associated with the role played by
these roles in retarding the breakthrough curve peak arrival time.

The geometrical system of the semi synthetic block provides complex structures
of flow and transport. Largest fractures are responsible for larger scale transfers
whereas minor fractures do not increase the connectivity of the system. The main
features of the flow and transport patterns are surprisingly well accounted for when
reducing the amount of modeled fractures. The extreme case of 12 fractures (main
conductors + minor fractures in the vicinity of the source location) even yield
predictions with very acceptable results (roughly below 10% for the performance
measures considered). This simplified system provides breakthrough curves with
low sensitivity to the integration of additional features. This means that among
this complex system, those 12 features have a first order impact on the system
output whereas other features lead to second order effects on breakthrough curves.
These effects can nevertheless hardly be read from the curves but should consist
in providing porous space to increase the travel paths and travel times of mass
particles associated with the tracer. These would consist actually of slower velocity
zones to dead end features and results in increasing the tailing of the breakthrough
curves at the outlet of the system.

This properties of the system (boiling down to a limited amount of 12 major fea-
tures) was not expected at the beginning of the task. Efforts were put in trying to
understand the reasons for such a result. This property is related (1) with the ac-
tual structure of the fracture network (limited amount of smaller connected units) as
well as with (2) secondary, the boundary conditions imposed to the block. Another
reason can be found in the limited volume of the source considered (spatial Dirac).
The first two items were studied at some extent. Though preliminary, results show
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that the main reasons for selecting a single travel path, are mainly to be found in the
connectivity of the global system. The boundary conditions of lateral no flow only
play a secondary role in amplifying the importance of fracture paths connecting in-
put with output sides (involving Features 23D, 1925B, 22D, 21D, 20D, 2292B, 17S
and 19D). Indeed, inflows from the sides over fractures connected with the other
sides are limited by the no flow boundaries.

The 12 fracture system appears as a very efficient simplified PA model and a very
good compromise between precision, complexity, and numerical efficiency (limited
time consuming).

Further efforts are required to assess the role of minor fractures in the transport
properties of the system.

Other features are identified as having second order influence on breakthrough
curves and transport properties. Besides smaller scale fracturing presented for-
merly, dispersion coefficients associated with fractures have minor impact on the
breakthrough curves. The spreading of the curves mostly results from the disper-
sion along the fracture network. Due to the penetration depth of matrix diffusion,
actual composite medium (altered rock over 20cm + non altered rock) is hardly
discriminated from homogeneous (altered rock) matrix. Similarly, simulations con-
sidering dominant fracture type or full Type 1 fractures are roughly comparable.

Matrix diffusion is here modeled as a retardation coefficient for the higher porosity
zones in the vicinity of the fracture (fracture coating, gouge, cataclasite) and local
diffusion into adjacent 1D zones for more in depth matrix zones (altered and non
altered rock). We don’t model explicitly the full 3D geometry of the matrix blocks
delineated by the fracture network. This could appear as a major limit of our ap-
proach. Nevertheless, when modeling 1D diffusion, a mean term could consist in
having location dependent depth (at least depending on the actual neighbor block
size). So, due to the variability of matrix block sizes, variable properties should be
applied corresponding to local depth available. This was not done here either. Nev-
ertheless, our approach proves a posteriori sufficient and conservative for the semi
synthetic block considered. Indeed, the geometry of the main contributors to trans-
port boils down to two main travel ways. The distance between these main travel
path proved larger than twice the penetration depth of the tracers into the matrix.
Modification of matrix properties to account for the presence of minor back ground
features would be required but should not lead to major differences. Our results are
nevertheless conservative since more diffusive and porous matrix zones should lead
to more delayed arrivals.

Possible perspectives of the modeling work are sketched out in the document. A

first idea would be to study the transport properties of the system considering a spatially
extended source. Such an non punctual source would possibly integrate a larger amount of
transport paths while being more representative of a volumic waste package. Another line
of development would consist in working on other test cases, requiring other realizations
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of the same initial process which lead to the semi synthetic fractured block selected in
Task 6C.

Task 6F

The aim of Task 6F is to provide a basis to compare the results previously obtained by
different modeling groups. The large variety in conceptual models associated with former
tasks lead to large spread in results and predictions. This subtask helps in analyzing
these differences since a series of relatively simple benchmark tests are conceptualized
and simulated. Moreover detailed description of the implementation of the systems is
provided clarifying the approach to fracture flow, matrix heterogeneity representation, ...
Two single fracture units (Feature 1S and 4S) from the semi synthetic block (Task 6C)
associated with matrix zones corresponding to pure Type 1 and Type 2 matrix properties
are considered. Transfers for Dirac pulses and 3 tracers from non sorbing to intermediate
sorbing are simulated. Performance measures include breakthrough curves at a collection
line as well as other associated parameters. Different prescribed hydraulic gradient values
are applied.

In addition to meeting the requirements of Task6F, we include some analysis of the
present results along two main lines. We provide with (i) elements of understanding and
quantification of delays associated with sorption and matrix diffusion; (ii) study of the
evolution of masses in the various matrix subunits leading to a simplified representation
of the system. To achieve this, we introduced another series of simulations named Cases
A3, B3, C3.

Task 6F2

Results along two directions are summed up there and complement the work performed
before:

e Impact of fracture complexity on transport patterns considering fracture complex-
ity as a several smaller features of Type 1 and Type 2 in series and parallel. Such
complex systems are not easily homogenized by an equivalent 1D model (advec-
tion, dispersion, matrix diffusion). They would require further modeling efforts for
inclusion in the Task 6E model.

e Impact of various scales of fracturation for a fully connected fractured system: case
of double and triple porosity in a sugar box geometry. Former results obtained
within Task 6E showed that the 5600 fracture system could be simplified to a 12
fracture system for the boundary conditions and initial plume location considered.
This is mainly due to the low connectivity of the fractured network and results
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into large tailing effects in the breakthrough curves due to the large matrix depth
around the main transport path. We provide here with an opposite case consisting in
fully connected fractured network (sugar box geometry) including properties taken
from Task 6C and uniform flow conditions as in PA conditions. Delays in arrival
times associated with matrix diffusion are large in agreement with former results.
Nevertheless, the shape of the breakthrough curves significantly differ.
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Chapter 1

| ntroduction

1.1 Background

We present here a contribution within the framework of the Task Force organized by
SKB with the Aspd database (see e.g. [1]). Task 6 is devoted to providing a bridge
between detailed modeling scale corresponding to decameter scale blocks for flow and
tracer tests conducted at monthly to yearly time scale (accessible to experiments in forced
flows) to the PA (Performance Assessment) scale corresponding to natural or post closure
conditions (much longer spatial and time scales to several kilometers and million years).
The present report provides the second part of the TASK6 modeling work, namely Task
6D, corresponding too calibration of tracer test, Task6E corresponding to PA modeling of
a semi-synthetic fractured block issued from Task 6C and Task 6F dealing with sensitivity
analysis to various patterns of the system.

The different sub tasks within Task6 are outlined in section 2. Briefly, TaskéD is
the counter part of Task6A in the sense that both tasks address the issue of identifica-
tion of system properties based on breakthrough curves obtained from tracer tests. But
Task6A dealt with a single fracture system at decametric scale whereas Task6D involves
a fractured block at hectometric scale. Furthermore, these tasks have in common that
they should provide a common basis for the predictive step associated. The information
obtained from the tracer tests as well as from independent measurements are included in
simplified PA models considered for predictive purposes. Task6B considered this predic-
tive step for the single fracture case and for two types of slower flow regimes. Task6E is
considering transfers at PA time scale and uses calibrated information as a common basis
(TaskeD).

The main results from Task6A and Bs are the following (see [Grenier 03 ]):

e Task 6A: the information contained in the tracer tests does not strongly constrain
the system. The more complex the system, the less constraining their power (more
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unknowns associated). Due to the structure of tracer tests, expressed in terms of ho-
mogenized model, the information provided boils down to an advective travel time
(identification within flow problem and transport porosity or aperture), a dispersion
coefficient

and an averaged matrix property (mean matrix diffusion coefficient and porosity).
Constraining power on properties associated with arrival time is stronger. The
spreading of the curve corresponds to effects related with the latter two effects so
that it is hard to separate them. The calibrated matrix properties correspond to a
mean property over matrix zones in the vicinity of the flow path and providing the
larger diffusion coefficients (gouge, fracture coating, mylonite).

Task 6B: a simplified representation of the system was proposed for PA time scale.
It focuses on the retention effects related with diffusion (and sorption) into matrix
zones. The higher diffusion zones in the vicinity of the flow paths act as simple
buffers to the tracers for PA time scales (slow flow regimes). Transport is no more
dual porosity like but single porosity (no effects like transitory storage and delayed
restitution). Matrix zones more in the depth of the blocks are accessed by the plume
due to larger contact times. These zones provide transitory storage volumes. The
resulting PA model is simple, considering an equivalent flow channel with an ad-
ditional equivalent matrix zone. The first includes the more diffusive matrix zones
in the vicinity of the flow field as an increased transport porosity (or equivalently
retardation coefficient). The second homogenize the properties of the matrix blocks
in the depth of the rock (altered and non altered granite properties). Results showed
that little information could be retained from the former tracer tests due to the fact
that the transport regimes strongly differ for forced flow time scale (tracer tests) and
natural flow time scale (PA time scale).

1. The formation parameter governing dual porosity behavior identified from
tracer tests is different from the formation parameter controlling transport for
the slower regime (involving the total porosity offered). So strictly speak-
ing no information can be transferred from tracer tests to PA time scale. The
formation parameters involved are for dual porosity regime v/RD/e (R for
retardation coefficient, D for matrix diffusion coefficient and e for fracture
aperture) and for single porosity regime an equivalent pseudo retardation co-
efficient or pseudo sorption coefficient by K, = dRw (d for depth of the zone,
w for porosity of the zone).

2. Nevertheless, if we provide a relationship between D, w and R, identifica-
tion of the first parameter formation allows for a unique value in terms of
the second parameter formation. Such a relationship could be inferred from
independent sample measurements for the different matrix zone properties.
Results show that the constraining power of tracer tests remains nevertheless
reduced. This is mainly due to the fact that in depth zones concerned by PA
time scales are not touched and consequently not identified by tests conducted
at smaller time scales.
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e Task 6C consisted in building a semi-synthetic fractured block based on measured
fractures from the Block Scale experimental zone as well as additional synthetic
features simulated in agreement with the statistical properties measured at the block.
The results are provided in [Dershowitz et al. 03 ].

1.2 Objectives

1.2.1 Task 6D

We follow here the same line as for previous steps of Task6 as outlined previously in a
former report related with Task 6AB [Grenier 03]. The system geometry is here (Task
6D) clearly more complex (than Task6A) involving at least 4 deterministic feature sec-
tions (features 20 to 23), the associated transport porosities as well as adjacent matrix
zones. The flow in these units is more complex as well than for Task6A since the major
flow line connecting injection and pumping wells is expected to be sensitive to inflows
at fracture intersections. In consequence we limit our calibration ambitions to a simple
system involving the former 4 features as well as an homogeneous matrix zone along the
fracture. We consider that further complexity can’t be constrained from the tracer tests.
We confirm below that this system is successful as it properly matches the breakthrough
curves provided. As a consequence, some information provided in the task deliveries is
not considered in our model. This encloses fracture complexity (type 1 and 2 and com-
plexity factors) or heterogeneity of the matrix zones.

Moreover we do not take the information related with back ground fracturing into
account. These features are potentially important since they could be responsible for
multiple flow paths between the input and output wells. This issue is not addressed here.
Nevertheless, the full complexity of the system will have to be considered for the future
task6E. In view of the prediction phase, the importance of the different sub units of the
system will have to be identified. The treatment of back ground fracturing as well as
fracture complexity belongs to it. Moreover we do not work here with two systems as
suggested in the specifications, a detailed one (SC) and a more simpler one (PA) since we
do not consider possible identifying more features than the one contained in our simple
model (to be referred as PA like) due to the limited constraining power of the experimental
tests.

1.2.2 Task 6E

The main objective for Task 6E is to provide predictive simulations in the semi-synthetic
block for the PA time scale conditions provided. The following issues are addressed as
well, aiming at studying the flow and transport properties of the block and the impact of
the various sub-units of the system:
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e Sensitivity of the flow and transport properties of the block to the amount of mod-
eled fractures. A reference case is proposed with 1200 fractures which is considered
to be a sufficiently converged system. Another case is proposed pertaining on the
contrary a minimum amount of fractures (12 units) while providing satisfactory pre-
cision in the breakthrough curves and performance measurements. Reasons for the
appearance of such a single major pathway are studied considering the connectivity
of the system and the type of boundary conditions imposed.

e We study the role played by matrix zones. We show the overall impact of matrix
zones in terms of retention properties at PA time scale. More detailed analysis of
the role played by intact rock zones is provided as well as associated penetration
depths.

e We propose a conceptualization and associated modeling approach for the local
complexity of the fractured zones (heterogeneity of matrix zones in the vicinity of
the fracture aperture). We study the impact of this heterogeneity knowing that the
properties associated to these zones are poorly constrained.

Sensitivity of the results to spatial and temporal discretization as well as dispersion coef-
ficients is studied as well to assess the numerical quality of the results.

1.2.3 Task 6Fs

This subtask corresponds to two major objectives:

e Simulate simplified reference cases for the purpose of comparing the results ob-
tained by the different teams participating into the task.

e Show the sensitivity of the system to various factors not extendedly treated formerly
like fracture complexity and connectivity at various scales of the fractured system.

1.3 Outlineof thereport

In the following, we first recall the different steps of Task 6 treated in this report (chapter
2). Then our modeling approach is sketched out in chapter 3 involving a presentation of
our code, the modeling strategy, and conceptualization of the different units of the system
(conducting features, fracture complexity, matrix zones). We then move to the detailed
description of results for Task 6D (chapter 4), Task 6E (chapter 4), Task 6F and Task 6F2
(chapters 6 and 7). Conclusions and perspectives follow (chapter 8).
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Chapter 2

Modeling tasks

2.1 Task 6C - hydro structural model

This task provided the modeling groups with a semi synthetic block scale system (200
m) to work with, including a tracer test for future calibration of the models as well as
detailed characteristics of the heterogeneity of the block: deterministic as well as synthetic
features, description of the various types of fracture zones with complexity factors and
back ground fracturing involving different scales of fracturation. A large dataset for the
parameters is provided. The tracer test C2 was conducted on the TRUE Block scale
location and is coherent with the semi synthetic system provided. It is moreover used to
calibrate the system in the present Task6D step of the task and will provide the basis for
Task 6E aiming at predictions at PA time scale. One may refer to [Dershowitz et al. 03]
for more related information.

2.2 Task 6D - Block scaletransport on a tracer test time
scale

We addressed the problem of identification of parameters based on the information pro-
vided by tracer test C2 involving different tracers ranging from non sorbing to intermedi-
ate sorbing. This task constitutes a common basis for Task 6E. The task specifications are
provided in [Elert et Selroos 02].

2.3 Task 6E - Block scaletransport on a PA time scale

This task addresses the issue of providing a bridge toward PA time scale for a 200 m block
involving a large variety of deterministically identified features complemented by other
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levels of fracturation which in this case are not measured in situ but simulated according
to statistical measurements. The task specifications are provided in [Elert et Selroos 04al].

2.4 Task 6F - Test hench mark

Task6F is a kind of benchmark test on simple systems or building blocks extracted from
the more complex situation in the semi synthetic block (Task 6C) considered for the rest of
the modeling work. Task6F provides the opportunity to compare the modeling approaches
from the different modeling groups within the Task Force as well as allows for a better
understanding of the differences in the transport results. According with the specifications
of the task, two single fracture systems are considered for two simple types of matrix com-
plexity. Transfer within these units are modeled for 3 regimes depending on the uniform
head gradient imposed. Specifications for the task are provided in [Elert et Selroos 04b].

2.5 Task 6F2 - Senditivity study

Task6F2 deals with sensitivity of results to different factors, specially complexity of frac-
tured zones.
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Chapter 3

M odel description

We present here the main features of the model for flow and transport as retained for Task
6E. Approximately, the same is true for Task 6D work whereas the system is then sim-
plified to major deterministic units as well as simple matrix properties with the idea that
highly detailed system cannot be constrained by tracer test data (a sound understanding
of the flow field is a prerequisite).

3.1 Implementation of the Task6C semi-synthetic hydro-
structural mode

Task6C semi-synthetic hydro-structural model contains detailed information about sev-
eral scales of heterogeneity within a 200 m fractured block. One may report to
[Dershowitz et al. 03] for detailed presentation of the block.

Roughly 5600 features are provided including geometry (planar objects), flow and
transport properties. In addition, complexity is associated with these units. Those con-
ducting features are indeed found along fault or non fault zones. Fractures or portions of
the fractures are schematically divided into Type 1 (fault zone) or Type 2 subunits (non
faulted zones). Their geometry is recalled on figures 6.2. The larger fractures belong quite
often to fault types. In addition those units can possibly be of higher complexity, meaning
that these larger conductive features are composed of several flow conducting channels in
series or parallel or even leading to a local fracture network embedded in heterogeneous
matrix. Indications for the number of such channels are provided but no actual geometry
is given.

We here take the provided fracture plane geometry into account. We consider 1200
fractures for the reference case (see reasons below). Complexity associated with the frac-
tures is limited to a single type all along the fracture plane. A single flow channel is
considered in the present study. Reference calculations involve fractures with the domi-
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nant type (1 or 2). The geometry of the system, the processes considered, mathematical
model, numerical implementation and parameters are detailed in the following sections.

3.2 Geometrical description

3.2.1 Fracture network

We consider a deterministic approach retaining a fraction of the fractures provided. 1200
fractures are considered in our final predictive model. Selection was conducted based on a
sensitivity approach to the incremental introduction of an additional fracture, considering
the size of the fracture as well as its position in the block. The situation for 150 fractures is
provided on figure 3.2(a) with a closer zoom on the source location (feature 23D) 3.2(b).
This geometry is considered in the following for sensitivity analysis. We also provide the
situation for the 1200 fractures system of the final reference model on figure 3.3.

Fractures are represented as planes. Intersections are 1D. This geometry is acceptable
since all objects considered here are very thin compared to their extent. Fractures are
discretized with triangular plane elements. Discretization should be sufficient for each
fracture to allow for a good representation of flow and transport. Due to the complexity of
the geometry (fractures and intersections), we considered a number of meshes per fracture
ranging from 300 to 10,000 triangles, depending on the size of the fracture. The choice
of 1200 major fractures for the reference calculation results from connectivity studies on
3000 larger units and sensitivity analysis of block properties to the amount of fractures
included ordered by decreasing order of sizes. Smaller units would nevertheless require
more refined discretization of the system leading to large computer costs. Indeed smaller
units should still be represented with sufficient precision to account for complex flow and
transport features.

Boundary conditions, parameter values and properties are directly taken from the de-
liveries.

3.2.2 Pore space

Complexity of the conducting features is simplified to dominant type associated to the
unit. For instance when Type 2 is dominant type, the corresponding unit is affected Type
2 all over its surface.

Lacking any further information, Type 1 and Type 2 units are modeled determinis-
tically and strictly as provided in the deliveries as fracture coating, gouge, mylonite ...
extending all over the surface of the fracture with the depths of the zones as provided in
the deliveries (see figure 6.2).

The questions relative to the complexity of fractured zones is further reported in sec-
tion 7.
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Figure 3.1: Complexity of fractured zones.
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(b) Zoom on the 23D fracture (source term location)

Figure 3.2: 150 fractures Mesh.
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Figure 3.3: 1200 fracture mesh
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3.3 Flow moded

3.3.1 Processes considered

We model the flow only within the fractures. No flow is considered in the delimited
matrix blocks. The flow problem is steady state corresponding to PA time scale conditions
(gradient by 102 as from the deliveries).

3.3.2 Mathematical description

The models are implemented within Cast3M, a continuum code developed at CEA. We
consider a classical Darcy equation for steady state flow:

VU)=Q, U=-TVH (3.1)
T stands for transmissivity, H for the head and U for Darcy velocity, ) to a source
term.
3.3.3 Numerical implementation

The numerical scheme implemented in Cast3M code is MHFE (Mixed and Hybrid Finite
Element scheme).

3.3.4 Parameters

Parameter values vary in space depending on the fracture properties. These are in agree-
ment with the deliveries.

3.4 Transport model

3.4.1 Processes considered

We model transport with an Eulerian approach. Transport is advective, dispersive and
diffusive in the fracture network. Linear sorption effects are included. Source is Dirac
input or continuous source as from the deliveries. It is located in one of the fractures
(Feature 23S).

Matrix zones are included in the model. They are accessed only by diffusion (no
flow zones). Process considered are diffusion as well as linear sorption. Complexity of
conducting features is simplified to the dominant type (full Type 1 or Type 2).
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For sorbing tracers, linear sorption modeled by means of retention coefficients are
considered for all units of the system: K, for sorption on the fracture walls and K, for
sorption in the bulk of the rock (matrix).

3.4.2 Mathematical description

The model is implemented within Cast3M as well, providing a unique framework for flow
and transport.

The mathematical Eulerian expression for the transport of concentration C; limited to
the fracture network follows (advection, dispersion, diffusion, linear sorption):

oC N, -
wfRfa—tf — V(DVC; —UCy). (3.2)
wy = 1 fracture porosity, Ry = R, = 1+ (2K,/e) surface retention coefficient (K,

distribution coefficient, e fracture aperture), U Darcy velocity,

arU + wDpya 0 0
E = 0 CYTU + WDmol 0
0 0 arU 4+ wD,,,

In the following we present the way matrix diffusion is treated. This first requires
presentation of the general method. In a second step we show how this framework is
sufficient to treat the full heterogeneity of Type 1 as well as Type 2 matrix zones.

The mathematical Eulerian expression for the diffusive transport of concentration C,,

in the matrix follows:
oC,,

ot
W porosity, R, = Ry =1+ ((1 — w)/w)ps K, bulk retention coefficient (ps volumetric
mass of solid, K, bulk distr. coefficient), (U = 0 since matrix zones are no flow units)
D,, = w,D,, equivalent diffusion coefficient (and D,,, pore diffusion coefficient).

Wy R = V(D,nVCy). (3.3)

Nevertheless, matrix blocks are not discretized so that the previous equation 3.3 is not
solved numerically. Diffusion in matrix zones is solved considering analytical expres-
sions. This is achieved considering 1D matrix geometries (1D infinite, 1D limited, 1D
composite medium). This indeed corresponds to local orthogonal diffusion from the frac-
ture to adjacent matrix zones. It can be proved that for local diffusion around fractures, 1D
approach provides satisfactory results. Nevertheless, at first glance, this approach could
be criticized since diffusion is expected to extend over large distances due to the PA time
scale condition considered. The actual size and shape of matrix blocks should then be
taken into account. But full discretization of matrix blocks was not attempted here. This
would be difficult in terms of meshing of highly distorted 3D geometries (meshes with
large length ratios) and would require a dedicated mesh generator. Efficient simulation
of diffusive transport would in addition require refined meshing close to the fracture ma-
trix interfaces (where transient concentration gradients are important and Fourier ratios
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should be honored). This would result in very large computer costs. Nevertheless, stud-
ies conducted about the geometry of main transport conductors from the source to the
outlet showed that these boil down to two main paths, both being mainly limited to frac-
tures in series. The distance between those main transport paths proved a posteriori larger
than twice the estimated penetration depth in the matrix. So, for the semi-synthetic block
treated and for the parameter provided as well as head gradient, this simple approach
including matrix diffusion as a local 1D diffusion phenomenon is assumed pertinent.

Solutions to 1D diffusion processes can be found in [Carslaw and Jaeger 46 ]. These
rely upon theory of Laplace transforms or Green functions. The option chosen consists in
computing the total mass present in 1D system considering the history of concentration
present in the fracture at the inlet to it (mathematically speaking a convolution with the
output to a Dirac). From the point of view of the fracture, a source term is introduced
in fracture transport equation (Eq. 3.2) expressing the loss of mass toward the matrix
zones by a flux term: corrected difference between masses in the matrix at present time
and previous time step divided by time step (see equation 3.4). Mass difference between
two successive time steps expresses as a linear combination involving the whole history
of concentrations in the fracture (at the inlet of the 1D matrix bar). For a given time
step, this history involves concentration at former time steps which are already calculated
(explicit), and the concentration at present time step (being calculated) appears as well
(implicit term). Reorganizing the terms of the equation leads to an explicit source term
(involving concentration at former time steps) and a modified term for concentration time
derivative on the left side of the equation (implicit part). The final equation is fully implicit
expression (see equation 3.5) involves a modified porosity or retardation coefficient (left
side) and an additional source term (right side). Such an expression can be easily handled
within Cast3M code. Constraints in terms of time step increments appear for large matrix
diffusion effects. Indeed for large retardation due to matrix diffusion, time steps should
not exceed the limit provided on equation 3.6.

Ct _ Ot t _ vt—ot
i KCm Crn

wt I 4 V(-DVC'+UC) = — 5 (3.4)

ot
C", fracture concentration, ¢ current time, 6¢ time discretization, C!,, mean concentration
in 1D matrix unit adjacent to the fracture location considered. C?, expresses as a function
of C? history: linear function of C%, C}~%, C** .., C%*. For a 1D bar of length L,
Equation 3.4 can be written as follows:

W+ Qo) E=C" L V(—DVCt + UGt
e ot

-~ 9L Fet(CO,...Ct—Fet(CO,....Ct—5%) (3.5)
= TWMa 2 3t

Although former equation is formally fully implicit, a criterion for convergence of the
simulation is required and takes the following form:

YmV £ mitm VQDmRm\/E <1 (3.6)
wrelly
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Practically speaking three 1D solutions were implemented for the present purposes:
infinite domain (with classical mass increase as square root of time), limited diffusion,
composite domain (first limited, second infinite). We illustrate the solution in terms of
mean concentration in the matrix bar (C,,) in equation 3.7 (Imposed C, at time t, = 0, L
length of the bar) Associated equivalent retardation coefficient is:

o 8 & 1 —D,,(2n + 1)211%¢
Cnlt) = Coll = 5 3 Gy qeee? g ) (3.7)

The next step in the presentation of our method consists in showing that this frame-
work is adequate to treat the full heterogeneity of Type 1 an Type 2 matrix zones. Indeed,
our approach considers maximally a composite medium with a heterogeneity of two ma-
trix properties whereas Type 1 involves 5 subunits and Type 2 involves 3 subunits.

Nevertheless, for PA time scales, full modeling of Type 1 system is not necessary as
was demonstrated in [Grenier 03] for the so called simplified PA model. Indeed, for slow
transfers in the fracture, thin high diffusion zones in the vicinity of the fracture directly
follow the concentration evolution in the fracture. They provide a larger volume that
can be represented as pseudo retardation coefficient or pseudo K,. This is suggested for
instance in [Dershowitz et al. 03] to treat fracture coating as equivalent pseudo K,.

We studied the transport regimes for Type 1 and Type 2 fracture systems by meshing
a single fracture system for a total length by 20 m, transmissivities and apertures charac-
teristic of main features. Results show that for the low head gradient, all higher diffusion
zones can be equivalently treated by a retardation coefficient expressing as in equation
6.1. For Type 1 configuration, summation is carried upon properties of fracture coating,
gouge, mylonite, for Type 2, summation is limited to fracture coating only. More details
are provided in [Grenier 03].

1

R; is the retardation coefficient in the matrix zone 4, d; its thickness, w; its porosity and
b the fracture aperture. This coefficient is to be calculated for each tracer (R; depends
on the tracer and the type of matrix, R; = 1 + pl‘T?Jin) and for each fracture (aperture
dependent). '

As a conclusion, the simulation framework proposed here meets the needs of Task6E
since higher diffusion zones in the vicinity of the fracture are homogenized to an equiva-
lent R’ coefficient while the remaining altered and non altered rock units are included
within the semi analytical approach presented previously considering the composite
medium case.

37



3.4.3 Numerical implementation

The numerical scheme considered here is MHFE (Mixed Hybrid Finite Element scheme).
It has the advantage of providing good mass conservation even for highly heterogeneous
media.

Time discretization scheme is fully implicit.

The spatial discretization was varied from 1 meter up to 6 meters. We’ll see, in Sec.
5.1.1, that the results are converged for a 3 meter discretization (less than 5 % of error).

Average mesh length in the fractures is close to 2 m along the fracture planes. The
elements are all 2D triangles. The total amount of cells is about 150 000.

3.4.4 Parameters

The parameters considered here are first parameters associated with the fractures: trans-
missivity, apertures, complexity, dominant type ... We strictly considered the values pro-
vided in the deliveries.

Parameters associated with fractured zones Type 1 and 2 were chosen in agreement
with the deliveries and are reproduced on Table 3.1.

Parameters associated with properties of sorbing tracers are provided on Table 3.1.

Task6E Fracture  Gouge | Cataclasite | Altered Rock Non Alt. R.
Extent smm 2cm 20cm -
Porosity 1 20% 1% 0.6% 0.3%
Pore diffusion coef. (m?/s) 107  6.10710 10-10 7.810~ 11 531011
Effective diffusion coef. (m?/s) | 107° 10-10 10~12 5.10713 1.510713
lodine K, (m), Kq(m?/kg) Fr. Coat. 0. 0. 0. 0.
Cesium K, (m), Kq(m?3/kg) Fr. Coat. 1.610—1| 1.51072 2.01072 1.01072
Americium K, (m), K4(m3/kg) | Fr. Coat. 0.5 0.5 0.5 0.5

Table 3.1: Parameter set for different matrix zones from the deliveries. Fracture sorp-
tion properties correspond to the presence of fracture coating (porosity by 5%,
extent by 5mm, K; = 5.2 1072 for Cesium and K,; = 0.5 for Americium).
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Chapter 4

Task 6D

4.1 Introduction

We follow here the same line as for previous steps of Task6é as outlined previously. The
system geometry is here (Task 6D) clearly more complex (than Task6A) involving at
least 4 deterministic feature sections (features 20 to 23), the associated transport porosi-
ties as well as adjacent matrix zones. The flow in these units is more complex as well
than for Task6A since the major flow line connecting injection and pumping wells is ex-
pected to be sensitive to inflows at fracture intersections. In consequence we limit our
calibration ambitions to a simple system involving the former 4 features as well as an
homogeneous matrix zone along the fracture. We consider that further complexity can’t
be constrained from the tracer tests. We confirm below that this system is successful as
it properly matches the breakthrough curves provided. As a consequence, some informa-
tion provided in the task deliveries is not considered in our model. This encloses fracture
complexity (type 1 and 2 and complexity factors) or heterogeneity of the matrix zones.

Moreover we do not take the information related with back ground fracturing into
account. These features are potentially important since they could be responsible for
multiple flow paths between the input and output wells. This issue is not addressed here.
Nevertheless, the full complexity of the system will have to be considered for the future
task6E. In view of the prediction phase, the importance of the different sub units of the
system will have to be identified. The treatment of back ground fracturing as well as
fracture complexity belongs to it. Moreover we do not work here with two systems as
suggested in the specifications, a detailed one (SC) and a more simpler one (PA) since we
do not consider possible identifying more features than the one contained in our simple
model (to be referred as PA like) due to the limited constraining power of the experimental
tests.

In the following, we present the models considered in the present study. We consider
a first model at 200 m scale involving all 11 deterministic features. This model provides
boundary conditions for the second model involving features 20 to 23 as well as matrix
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zones in the vicinity of the fractures. These modeling approaches are continuous con-
sidering the fractures as planes. We largely use the parameter set provided in the task
specifications.

Then we present the calibration of the 4 fracture system in order to match the breakthrough
curves provided. In doing so we do not change the parameters associated with flow prop-
erties from the ones provided in the specifications. So no calibration of flow properties
is considered here. The calibration is conducted on transport parameters for a fixed flow
line (four fracture transport apertures, homogeneous matrix properties, associated sorp-
tion properties for sorbing tracers). Calibration is carried on visually on breakthrough
curves associated with the 3 tracers, looking for a single deterministic optimal solution in
terms of fracture transport aperture and matrix porosity as well as diffusion coefficient.
We finally study the sensitivity of the system around this optimal solution to identify the
range of precision for the different parameters (associated to advective properties or ma-
trix zones).

We conclude and discuss our results.

4.2 Modeling strategy

4.2.1 Model, implementation and data selection for Task6D

The modeling strategy consists in building a model retaining the most striking features
that can possibly be identified from Test C2 experiment. For this, we consider a local
model involving 4 deterministic fractures (Feature 20 to 23) as well as adjacent matrix
zones. Such a simple model allows for a large number of simulations for calibration as
well as sensitivity analysis purposes. The flow boundary conditions for this model are
obtained from a larger scale 200 m model run with the boundary conditions provided in
the deliveries.

As presented above and confirmed below, we simply aim here at providing a single
“optimal” solution for the problem. Additional sensitivity analysis provide insights into
the quality associated with this solution. In line with conclusions for previous Task6A
and 6B, it appears that little information is gained from the tracer test. The constraining
power of these tracer tests is too limited to practically allow for identification of pertinent
features. As a consequence, the present work is more a positive evaluation of the in-
ternal coherence of the data provided (geometrical features, parameter sets, breakthrough
curves) rather than an exercise constraining the properties of the system on the basis of the
tracer tests. More simplified models than the 4 feature system should not be considered
for sake of realism.

The data selection is consequently limited to simple features. These can be described
as average properties (fracture transmissivity, apertures, matrix properties). We remain
close to the datasets provided in the deliveries. Fracture zones complexity is not addressed
here since tracer tests allow for identification of average matrix properties and not detailed
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structures. Back ground fractures are not considered here for simplicity but could possibly
play a role in providing alternative advective travel paths. Nevertheless, the small scale
features provided in the semi synthetic model are not deterministically identified. So,
strictly speaking, the influence of back ground fracturing should better be addressed in a
stochastic framework or modeled by an equivalent continuum for instance.

4.2.2 Implementation of the Task6C semi-synthetic hydro structural
model

The major features of the approach follow:

e We consider a deterministic approach. Fractures are basically modeled as 2D
planes. We restrain our work to 11 deterministic fractures for a 200 m scale model.
For the calibration phase we consider a smaller scale model involving Features 20 to
23 as well as neighboring matrix zones. So, the modeling approach is conducted in
two steps involving two models. The first larger scale model provides flow bound-
ary conditions for the second.

e No matrix blocks are included in the larger scale model. Limited matrix diffusion
zones are included in the smaller scale model. These units are modeled as 3D zones
between the fracture and a plane parallel to the fractures at centimetric distance.

e The models are implemented within Cast3M, a continuous code. Permanent cal-
culations are conducted for Darcy flow simulation by MHFE (Mixed Hybrid Fi-
nite Element scheme) and for transient Eulerian transport by FV (Finite volume
scheme).

e No calibration is considered for the flow problem (parameters from the deliveries
are considered. Calibration is conducted on the local model including the parame-
ters associated with transport properties (fracture transport apertures, matrix poros-
ity and diffusion coefficients, sorption parameters). We consider no flow in the
matrix blocks.

The characteristics of these models are clarified below in sections 4.2.3 for the 200m
scale model and 4.2.4 for the local model considering features 20 to 23.

Processes considered

We model flow within the fractures only. No flow is considered in the matrix blocks. The
flow problem is permanent corresponding to pumping conditions.

We model transport in all the parts of the modeled systems. We consider advective
and dispersive transport in the fractures and diffusive transport in the matrix blocks. For
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sorbing tracers, linear sorption by means of retention coefficients are considered for all
units of the system: K, for sorption on the fracture walls and K, for sorption in the bulk
of the rock.

The smeared fracture approach considered for the 200 m scale geometry is detailed
below (see section 4.2.3).

Mathematical description and numerical implementation

Globally, the equations solved remain the same whatever the approach (smeared fracture
for the 200 m scale model or explicit meshing of the units for the local 4 fracture model).
We consider a classical Darcy equation for flow and the transport equation provided be-
low. Parameter values vary in space depending on the fracture properties.

Flow equation (permanent):

V(U)=Q, U=-KVH (4.1)

K stands for the equivalent permeabilities associated with the smeared fracture ap-
proach. H for the head and U for Darcy velocity, @ for a source term.

Transport equation:

wR%—f =vV(DVC - UC). (4.2)

The parameters considered vary in space (take different values for fracture and matrix
zones):
w = 1 fracture porosity,
R =R, =1+ (2K,/e) surface retention coefficient
(K, distribution coefficient, e fracture aperture),
fracture : U Darcy velocity,

CVLU + LLJDmOl 0 0
D= 0 arU + wD0 0
0 0 aTU + WDmol

W = wy, porosity,
R=R;=1+((1 —w)/w)psK, bulk retention coefficient
matrix: (ps volumetric mass of solid, K, bulk distr. coefficient),

=0,
=w

o <

D,,, equivalent diffusion coefficient (and Dp, pore diffusion coefficient).
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4.2.3 200 m scale model for flow only

We detail here the features associated with the first geometry considered, the one asso-
ciated with the 200 m scale. This geometry is considered for flow simulations only and
provides boundary conditions for the more local 4 fracture flow model. Transport simu-
lations for calibration are conducted on the 4 fracture local system.

Geometrical description

We consider the 11 deterministic fractures provided in the task specifications. They are
represented on figure 4.1(a). The resulting smeared fracture model is represented on
figure 4.1(b). The matrix blocks are excavated, they are considered as no flow units.
Matrix zones are not considered in this model.

Mathematical description and numerical implementation

The mathematical description of the model considered for simulation of the flow problem
were presented previously (section 4.2.2). The Darcy problem is simulated for permanent
pumping conditions within our Cast3M code based on continuous approach and a Mixed
and Hybrid Finite Element scheme.

We consider here 11 deterministic fractures. These are treated as 2D planar objects
but are modeled within a smeared fracture approach. This is due to the fact that we do not
have the simulation tools to model transfers in such an explicitly meshed 11 fracture ge-
ometry. Such tools are presently still under development. The smeared fracture approach
is detailed below.

Within a smeared fracture approach, these fractures as well as their intersections and
matrix blocks are not explicitly meshed but are represented on a regular grid as a het-
erogeneous continuous field of properties (permeability, porosity, dispersion coefficient,
matrix diffusion coefficient ...). One may refer to [Fourno et al. 03] for a presentation
of the approach as well as a presentation of the performances of the approach. So far,
this approach has been intensively tested on 2D problems and proved sufficiently pre-
cise to account for flow and transport within a fractured block provided the mesh size is
sufficiently small and the transitory transfer regimes are not too contrasted.

We apply this approach here to a 3D case consisting of the 11 deterministic features
mentioned previously. The size of the grid was optimized to account for the details of
the geometrical system while providing acceptable computational time. The calculation
consists of a permanent flow problem so that none of the difficulties associated with mesh
size as compared with discretization time is pertinent. Nevertheless a smeared approach
requires providing proper equivalent permeabilities for each mesh corresponding to the
presence of a fracture. The expressions for these parameters are provided of 2D cases
in [Fourno et al. 03]. The rule is that total flux through each fracture taken separately
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(a) Fracture planes for the 11 deter-
ministic features
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(b) Permeability fi eld associated with the 11 fracture system for asmeared fracture
approach

Figure 4.1: Geometrical features and permeability field for the 200 m scale system mod-
eled
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should be matched. For a unique transmissivity within a single feature, the equivalent
permeability along the smeared fracture representation of the feature (stair case like) is
constant. Mathematical developments associated with the MHFE scheme considered in
our code show that:

1. The permeability value associated with a feature depends upon its (i) transmissivity
T, (ii) the smeared fracture grid mesh size §z and (iii) the slope of the fracture as
compared with the regular grid main directions.

2. Considering a fracture parallel to one of the grid directions, the permeability cor-
rection is expressed in terms of the represented fracture aperture divided by the by
the regular mesh grid size. Expressed in terms of transmissivity as provided in the
data deliveries: K = T/§z (K°F smeared fracture permeability, T measured
feature transmissivity, 6z spatial discretization (mesh size).

In addition, transmissivities at fracture intersections are chosen as the larger of all present
at this location. One should as well stress that the approach is not like Oda tensor theory
since the mesh size is chosen here small enough as compared with the fracture extensions.

The issues associated with smeared fracture approach as related with 3D problems
are being currently studied. We consider here a rough approximation for the permeability
values by correcting all transmissivities as for a fracture parallel with the main directions
of the regular grid. This leads to estimated maximal 20% error in terms of fracture per-
meability. The worst case is met for slopes by 45 degrees. This situation is not met for
a majority of fractures since most are sub vertical. Ongoing work will help refining the
definition of equivalent properties for 3D cases.

The given boundary conditions are applied onto the system presented. Pumping test
is simulated considering a source term by 3.25 1075 m3/s. The boundary conditions im-
posed are provided on the former coarser regular mesh on figure 7.4. For our finer mesh,
the nearest location was chosen to apply the prescribed head value.

Parameters

The parameters considered here are transmissivity values. These are obtained from the
task specifications and summed up below in table 4.1. The resulting permeability field for
the smeared fracture approach is presented on figure 4.1(b). These permeability values
correspond to the transmissivity values divided by the size of the mesh as explained in the
preceding section. The spatial discretization is 4.76 m. The total initial regular volume is
divided into 423 regular meshes.

Simulation results

Illustration for the results of the flow simulation are provided on Figures 4.3 for the whole
system as well as reduced to the 4 fractures concerned by the tracer test on Figures 4.4.
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(a) First view of the boundary conditions
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(b) Second view of the boundary conditions

Figure 4.2: Boundary conditions in heads applied on the system (as provided in the data
deliveries)
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Structure Name | Transmissivity (m2/s) Aperture (m)
5 4.02010~7 2917104
6 19101077 2010104
7 9.760108 1.43710~*
10 2.980108 7.94110°5
13 1.380108 5.40410°°
19 10201077 1.46910~*
20 1.43010°7 1.74010~*
21 6.020108 1.12910~*
22 2190108 6.807 10—°
23 1.66010~7 1.87410~*
24 8.510108 1.34210~*

Table 4.1: Transmissivity values for the 11 deterministic features modeled (according to
data deliveries)

The drawdown at the well is -243 m for the boundary conditions provided (Fig. 7.4).

No model calibration was conducted for the flow model. The values considered in the
simulation are the ones provided in the deliveries (see table 4.1).

4.2.4 Local model for flow and transport

The rest of the work is conducted on a simpler geometry. We model four fractures (fea-
ture 20 to 23) involved along the path of the plume. Adjacent matrix zones accessed by
diffusion are included in the model. We neglect herewith the influence of back ground
fracturing as providing alternative pathways between injection and pumping wells.

We do not consider here a smeared fracture approach to model transport in these units.
This is due to the fact that this approach has not been sufficiently validated at present for
3D cases. Moreover, discretization of matrix zones should be fine for such limited matrix
diffusion regimes corresponding to quick forced flow regimes. Indeed a classical smeared
fracture approach does not allow for precise modeling of transfer phenomena within two
subunits showing very contrasted transport regime. One may refer to [Fourno et al. 03]
for the range of validity of the approach. Slower flow regimes leading to larger fracture
matrix interactions are better represented by a smeared fracture approach. This is simply
due to numerical constraints for a single mesh size and time discretization for the whole
domain.

No calibration for the flow parameters is attempted here (transmissivities for Features
20 to 23) in coherence with the former model operating at 200 m scale. Calibration is con-
ducted on transport features involving the four fracture apertures and matrix properties.
The latter correspond to a unique porosity and matrix diffusion coefficient value. Indeed
as mentioned before, results from previous tasks ([Grenier 03 ]) show that tracer test only
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(b) Velocity fi eld
Flow model for the 200 m scale system, 11 deterministic features

Figure 4.3
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Figure 4.4: Flow model for the 200 m scale system reduced on fractures 20 to 23
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allow for identification of averaged matrix properties. This is what the single matrix dif-
fusion coefficient and matrix porosity represents in the present calibration exercise.

Geometrical description

Fractures 20, 21, 22, 23 are explicitly meshed as well as matrix zones in the vicinity of
the fractures. All these units are modeled in 3D. One may refer to figure 4.5.

The injection well is connected to pumping well continuously along portions of fea-
tures 20 to 23. Fracture portions that do not contain the travel path are not meshed.
The water inputs associated with these subunits are accounted for as source terms at the
meshed fracture intersections. These water inflows are obtained from the 200 m model
and accounted for in the present model as a source term. Head boundary conditions at the
limits of the system are obtained from the previous 200 m model.

Fractures are modeled here as the planes provided in the specifications for which an
aperture is associated so that they are meshed as 3D objects. Adjacent matrix zones are
enclosed in the model. Average mesh length in the fractures is close to 1 m along the
fracture planes. The elements are all 3D. The total amount of cells is 10 000 including
meshes in the matrix. For calibration purposes (large number of simulations) we work on
the upper half of the system allowing for reduction of computer costs for each simulation.
The consequences in terms of loss of precision are minor.

Processes considered

We consider flow in the fractures, no flow in the adjacent matrix zones. Transport in the
fractures considering advection, dispersion, linear sorption. Transport in the matrix by
diffusion and considering linear sorption.

Mathematical description and numerical implementation

Flow is solved in all cases with a continuous approach and considering a Mixed and
Hybrid Finite Element scheme available in Cast3M. We don’t consider here for transport
a MHFE scheme but a more recently developed Finite Volume scheme providing similar
precision results for lower computer costs. One may refer to former section 4.2.2 for more
information.

Parameters

Flow parameters are considered as in the deliveries. Transport parameter values are cal-
ibrated against the breakthrough curves provided. This lead to changes in the fracture
apertures (provided in table 4.2) and matrix properties as well as sorption properties (pro-
vided in table 4.3).
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(a) Fracture planes for the 4
features (20 to 23)

(b) Mesh for the 4 fracture system
(features 20 to 23 and matrix dif-
fusion zones)

Figure 4.5: Geometrical features of the 4 fracture system modeled
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Simulation results

The head field, velocity field as well as the advection path are represented on figures 4.6.
The length of the advection path is 77.65m. The depth of the matrix zone meshed is
centimetric. As mentioned previously, flow features are not calibrated here so that this
travel path is not modified during calibration.

The fracture transport apertures were modified to account for peak breakthrough
curves arrival time. Fracture apertures for features 23 and 22 were multiplied by 2.5
from the values provided in the data deliveries (see table 4.2). Calibration procedure in-
cludes matrix properties. We consider here a unique parameter value in terms of diffusion
coefficient as well as matrix porosity. The detail for all matrix zones is not modeled.
Calibrated sorption properties are included in table 4.3 and 4.5. Here, the values associ-
ated with Ka and Ra include the effect of fracture coating, a diffusion zone which is not
explicitly modeled but accounted for by means of an equivalent sorption coefficient (see
[Elert et Selroos 02]).

The calibration procedure as well as considerations about the complexity of the sys-
tem, sensitivity of the system to the various parameters are detailed in the next section.

Structure Name  Transmissivity (m?/s) | Aperture (m) | Aperture (m)
initial calibrated
20 1430107 1.74010~* id.
21 6.02010~8 1.12910~* id.
22 2190108 6.807 107 (x 2.5)
23 1.66010~7 1.87410* (x 2.5)

Table 4.2: Transmissivity values as well as fracture apertures associated with the 4 deter-
ministic features modeled (according to data deliveries and as calibrated)

Matrix properties Pore diffusion coeffi cient (n?/s)
Calibration 210710

Porosity
2%

Table 4.3: Matrix properties as calibrated

4.2.5 Model calibration

We conducted calibration of the model aiming at a single optimal (deterministic) dataset.
As mentioned above the parameters considered involve the 4 fracture apertures corre-
sponding to features 20 to 23 as well as a unique matrix diffusion coefficient and matrix
porosity. Matrix diffusion depth was chosen large enough so that the plume would not
meet the no diffusive flux boundary condition. Additional parameter are considered for
sorbing tracers. These involve the corresponding K, values.
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(a) Head fi eld

(b) Darcy velocity fied 4 fracture (c) Advective path betweeninjection and
system (features 20 to 23) pumping well

Figure 4.6: Flow features for the 4 fracture system (features 20 to 23)
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Task6D Fracture Gouge Fr. Coating | Mylonite | Altered Rock Non Alt. R.
Extent dmm 0.omm 2cm 20cm 20cm
Porosity 1 15% 5% 1% 0.6% 0.3%
Pore diffusion coeffi cient (n?/s) | 107  3.107!0  2.10710 1010 8.10710 5.10710
Strontium K, (m), Kq(m3/kg) 5.107* 7.1107* 2310~* | 6.710°° 6.107° 6.107°
Strontium R, or Ry 1.5 11.8 12.8 180 26.8 53.8
Cobalt K,(m), Kq(m3/kg) 81073 8.107* 8.10~* 8.10~% 8.10~* 8.107%
Cobdt R, or Ry 9 13.2 42 215 358 718
Technetium K, (m), Kq(m3/kg) 0.2 0.2 0.2 0.2 0.2 0.2
Technetium R, or R, 201 3061 10261 53461 89460 1.810°
Americium K, (m), Kq(m3/kg) 0.5 0.5 0.5 0.5 0.5 0.5
Americium R, or R4 501 7651 25651 1.310° 2.210° 4.510°

Table 4.4: Parameter set for different matrix zones from the deliveries

Sorption parameters | K, surface | R, surface Ky bulk Ry bulk
Rhenium 2.5107° 1.33 0 1
Calcium 1.7310~* 3.31 1.25107%  17.5
Cesium 3.381072 451.33 2.001072 2647.0
Radium 1.7610~2 235.33 1.30102 1720.9

Technetium 0.27 3601.3 0.2 26461.
Americium 0.68 9001.3 0.5 66151.

Table 4.5: Sorption coefficients (as in final simulations). Ka and Ra account for the
presence of fracture coating as well as sorbing effects in this unit.

The quality of fit was estimated visually on the breakthrough curves for the differ-
ent tracer considered. Roughly, calibration procedure starts from the non sorbing case
for which the transport parameters are first calibrated. The breakthrough curves for the
sorbing tracers allow for identification of sorbing properties. Overall coherence is re-
searched over all tracer test by conducting different runs for all 3 tracers. The different
steps are conducted considering the observed sensitivity of the system to the different
parameters and taking the former Task 6A experience into account. No systematic cali-
bration procedure is nevertheless conducted, overall sensitivity to the different parameters
is not quantitatively estimated. The initial guess corresponds to the dataset provided in
the deliveries.

The results of the calibration are provided on figures 4.7 as well as on tables 4.2, 4.3
and 4.5.

Following comments are necessary:

e The quality of the fit is quite acceptable.

e The breakthrough curve corresponding to Cesium is scarce and can be fitted in
various ways. This tracer does not strongly constrain the calibration.
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e The values of the calibrated parameters are acceptable. They correspond to prop-
erties close to those associated with gouge material though weaker. This is fully in
agreement with the fact that tracer tests averages on the properties of the materials
in the vicinity of the flow path and providing the larger diffusion coefficient as well
as porosities. The values of the parameters corresponding to the different matrix
zones are recalled on table 4.4.

4.3 Results

Our approach consists in searching for a unique dataset calibrating the tracer test ex-
periments. So performance measures are provided for this unique situation. Sensitivity
analysis is provided later down.

Performance measures correspond to different boundary conditions :

e Dirac input : we consider here the release of a unit mass at the initial simulation
time. The mass is located in the mesh corresponding to the input well.

e Real input.
We show for these boundary conditions :

e Breakthrough curves (for both Dirac and real injection conditions). These corre-
spond to the total mass leaving the system.

e Maximum release rate for Dirac input.

e Breakthrough time recovery (5, 50 and 95 percents of the injected mass).

The graphs are provided as required in the specifications : in log-log scale in a frame
20cm * 12cm.

For each tracer, we associate a color as follows:

e Blue for Rhenium/lodine

e Red for Calcium

° for Cesium
° for Radium
° for Technetium

e Magenta for Americium

The parameter data set is provided along tables 4.2, 4.3, 4.5.
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4.3.1 Flow
Description of the flow paths

One may refer to figure 4.6. The length of the advection path is 77.65 m along features
23, 22,20 and 21.

Drawdown in injection and pumping boreholes

Drawdown at pumping borehole is -243 m, at injection borehole -151 m.

4.3.2 Transport
F-factor: ratio flow wetted surface to water flow

The whole of the fracture is filled up with water in motion. The fracture apertures are
summed up on table 4.6.

Structure Name | Aperture (m) |

20 1740104
21 1129104
22 1702104
23 468510~

Table 4.6: Fracture apertures associated with the 4 deterministic features modeled (as cal-
ibrated)

Breakthrough time history for the tracers

The breakthrough time history for the six tracers considered are provided on figure 4.8.
The order of arrival is related with the sorbing properties of each tracer : first Rhenium,
then Calcium, Cesium, Radium, Technetium, Americium. The same breakthrough curves
are provided on figures 4.9 and 4.10 in another format.

4.3.3 Maximum release rates

Maximum release rates as well as the time associated with the peak are provided on Table
4.8. The order of arrival follows the importance of the sorption phenomenon of the tracer
considered.
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Figure 4.8: Breakthrough time histories for Real source and Dirac input
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Source Tsy(h) | Tson(h) | Tos%(h)
Rhenium Dirac  79.362 | 248.67 | 788.33
RheniumRea  100.53 | 290.99 | 1222.2
CaciumDirac  227.89 | 2086.1 | 10956.
Calcium Real 298.01 | 1910.8 | 7836.0
CesumDirac  31043. | 3.1210° | 1.65108
Cesium Real 35819. | 3.2210° | 1.8710°
Radium Dirac ~ 16186. | 1.2310° | 5.1710°
Radium Real 18677. | 1.3110° | 7.1610°

Technetium Dirac  2.4810% | 1.8910°% | 7.9410°
Technetium Real  2.8610° | 2.00106 | 1.1107
Americium Dirac  6.1910° | 7.57106 | 4.09107
AmericiumReal  7.1410° | 8.1410° | 5.51107

Table 4.7: Performance measures: breakthrough time history

Source Maximal flux  Time (h)
Rhenium Dirac | 3.011073(1/h)  148.14
RheniumReal | 5.8910%(Bg/h)  179.89
CadciumDirac | 5.75107%(1/h)  350.60
CaciumReal | 34090.(Bq/h)  385.66
Cesium Dirac | 4.0810~%(1/h)  A7758.

CesumRed | 95.892(Bg/h)  AT758.
Radium Dirac | 7.6510~%(1/h)  24902.
RadiumReal | 179.91(Bq/h)  24902.
Technetium Dirac | 4.9910~7(1/h)  3.8110%
TechnetiumReal | 11.737(Bg/h) 3.8110°
Americium Dirac | 1.8910~7(1/h)  9.5210°
AmericiumRea | 4.4593(Bg/h)  9.5210°

Table 4.8: Performance measures: maximum fluxes for Dirac and real source for the dif-
ferent tracers considered

4.3.4 Sensitivity analysis

We study here the sensitivity of the system to its different units. We saw previously
(Task6A and B) that matrix properties play a minor role (shape of the tail) whereas frac-

ture transport apertures are responsible for changes in the peak level and arrival time that
have larger consequences.

Studies conducted here show similarly that the most sensitive parameter is advective
travel time. So two points could be considered to illustrate and quantify this effect:

1. Modify flow properties. This was not studied here since no calibration in terms of
flow properties is considered. It is nevertheless potentially important and should
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include as well the issue of back ground fracturing and the role played by minor
faults as providing alternative travel paths.

2. Study the sensitivity of the system calibrated to fracture aperture.

The latter point is presented here.

We conduct here sensitivity study of the breakthrough curves to fracture apertures. In
this we consider the calibrated data set and change iteratively the apertures corresponding
to features 20 to 23. The change is plus or minus 50% of the fracture aperture. Results are
provided on figure 4.11 for a Dirac input. The advection path is from the injection well
along features 23, 22, 20 and finally 21. The impact in aperture change is larger for feature
23 and 22, weak for feature 20, negligible for feature 21. This is due to the advective travel
time in each unit. It is lower for features close to the pumping well due to the structure
of the velocity field in radial flow conditions. As a consequence a modification of the
transport aperture related with a feature providing a large travel time (e.g. feature 23) has
a major impact on the shape of the breakthrough curve.

The point illustrated here is developed below in terms of identification of the apertures
associated with the different features. The conclusions are that fracture transport apertures
can be acceptably constrained for features 23 and 22 but not for features 20 and 21.

The same exercise was conducted for sorbing tracers and lead to similar results.
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Figure 4.11: Sensitivity to fracture transport apertures for a Dirac input
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4.4 Discussion and conclusions

4.4.1 Discussion of results

We comment here more in details about the calibration procedure and more precisely what
information is contained in the tracer test breakthrough curves. One may refer to section
4.2.5 and figure 4.8.

e Little information is contained in the Cesium breakthrough curve due to the scarcity
of the time series.

e The following points are of importance to extract the information contained in the
breakthrough curves:

— The peak arrival time is strongly related with the advective travel path de-
pending on boundary conditions as well as fracture apertures. As developed
below, due to the radial structure of the flow, the fracture far from the pumping
well along the advective path have the larger impact on the arrival time. The
travel time in such units is much larger so that a change in the former strongly
affects the arrival time. In conclusion, the time associated with the peak of
the breakthrough curve allows for identification of an averaged transport aper-
ture along the advective travel path. This average most strongly depends on
fracture properties far from the pumping well (features 23 and 22).

— The calibrated data set is not unique due to another important point. Indeed the
spread of the breakthrough curve is largely connected with dispersion in the
fracture planes as well as matrix diffusion. The information contained here in
the tail of the measured curves does not allow for strict discrimination between
these two mechanisms. This was mentioned previously (see [Grenier 03]). It
is confirmed here although due to constraints in the discretization of the planes
as well as numerical stability, this could not be largely tested.

— Moreover, similar considerations as the previous ones can be conducted
in relation with matrix diffusion properties. As stated previously (see
[Grenier 03]), the average matrix property calibrated is more representative
of matrix properties in zones where flow is slow so that contact time with the
matrix is large. So tracer tests allow for identification of matrix properties
more closely related with feature 23 and 22 matrix properties.

e Although most conclusions drawn here are in line with former results obtained on
the single fracture case ([Grenier 03]), it should be stressed that matrix diffusion
has in the present case a larger impact (not illustrated here) on the breakthrough
curves. This is due among others to the larger transport path allowing for slower
velocities at the injection end and larger contact times of the plume with the matrix
zones. As a consequence matrix diffusion can be better identified due to larger
sensitivity of the breakthrough curves to it.
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e The calibrated data set is globally coherent with the data provided in the deliveries:

— Matrix property calibrated provides an averaged view of the most diffusive
and porous matrix zones close to the fracture advection path. The calibrated
values show lower and close to gouge properties, the most diffusive and porous
unit.

— Fracture apertures are in the same order of magnitude as for the provided
dataset. We nevertheless had to multiply the aperture associated with the two
major units by a factor 2.5.

The quality of the calibration can be drawn along the following points:

e \We provide here results showing that for the provided coherent dataset and a sim-
ple geometrical model, fair calibration can be achieved. This optimal solution is
nevertheless not unique.

e Sensitivity analysis to the flow properties were conducted superimposing fluctua-
tions on the fluxes imposed as boundary conditions. These are obtained from the
larger 200 m model. The advective travel path proved rather sensitive to the input
fluxes (though constrained (by construction) to remain in the 4 modeled fractures).
No systematic sensitivity analysis has been conducted for Dirac or injected input
signal.

e As mentioned before and in [Grenier 03], it is hard to distinguish between disper-
sion and matrix diffusion.

4.4.2 Main conclusions

We conclude here in the line previously drawn in [Grenier 03] mentioning that little in-
formation is obtained from the tracer tests provided. A calibration could be provided here
based on a rather simple geometrical model. The calibrated dataset is nevertheless non
unique as shown by sensitivity analysis to elements of the parameter set as well as bound-
ary conditions. So we consider the present study more assesses the global coherence of
the geometrical features as well as parameter sets rather than represents an actual calibra-
tion exercise in the sense of a clear identification of system properties. The parameters
calibrated here appear realistic.

4.4.3 Lessons learned and implications for Task6 objectives
As a conclusion, tracer tests provide a limited amount of information. They provide an
average view of the properties of matrix zones close to the flow path and providing larger

diffusion coefficients as well as porosities. This identification is nevertheless non unique.
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The determination of the advective travel path is a prerequisite. It is done considering the
peak arrival time and constraints the average fracture aperture. Discrimination between
dispersion and matrix diffusion effects both leading to a spread in the breakthrough curves
is difficult. This is due to the low precision in the breakthrough curves for large times.

As a consequence, including the information contained in the Test C2 tracer test in
the coming Task 6E should prove of secondary importance. This is due to the limited
constraining power of the test as well as the reduced spatial scale of the zone studied by
the test as compared with the size of the block considered for predictions.

Nevertheless, the dataset available considered in the present study showed coherent.
So, we will make use of the information resulting from Task 6C in the future including
fracture geometries, transmissivities and apertures as well as properties associated with
matrix zones.

For the future steps of the task, the whole complexity of the system should be included,
involving back ground fracturing as well as fracture complexity. This was not considered
here in the framework of inverse problem since tracer test was expected to be not enough
constraining to identify such details of the system.
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Chapter 5

Task 6E

5.1 Modeling strategy

Modeling strategy is presented in former section 3. Nevertheless sensitivity to the amount
of fractures included in the model is conducted with the idea that all 5600 fracture should
not necessarily be included into the model. We order the fracture by decreasing size,
retaining in addition features situated in the vicinity of the initial pulse regardless of their
size. A large portion of the initial 5600 fractures are nevertheless not connected so that
they can be sorted out directly (we conduct here a discrete fracture approach).

Sensitivity of the transport simulations to various characteristics of the model (mesh
size or minimal number of meshes discretizing the fracture planes, dispersion coefficient
...) as well as the amount of fracture included is presented in the following section.

No calibration was conducted for the model based on any tracer test due to the lim-
ited amount of information inferable from them for PA time scale applications. Refer to
chapter 4.

5.1.1 Convergence tests

We conduct here convergence studies. The quality of the numerical simulations has to
be tested by varying the values associated with spatial and temporal discretizations. We
work here on the 150 fracture system. The same results hold for the final 1200 fracture
predictive simulations.

Globally, care was put into the following items:

e All fractures should be sufficiently discretized to enable reproduction of the com-
plex flow and transport features existing in such a highly heterogeneous medium.
Low discretization excessively simplifies transfers between units. The effect of this
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simplification is hard to assess. As a consequence we put efforts in sufficiently
meshing the system and assess the quality of the flow field and transport features
within the modeled conductors. A visualization of the complexity of the flow field
within one fracture plane is provided on figure 5.1. The associated transport features
are as well highly variable along quicker and slower flow lines with complicated
transport paths.

e All 5600 fractures can’t be included into the model with sufficient numerical pre-
cision. Indeed including small fractures requires spatial discretization sufficiently
small compared with the smallest feature considered. This results into very large
computer costs. In addition care should be taken into proper treatment of com-
plex intersections resulting in meshing difficulties. We decided excluding smaller
fractures from the model rather than decreasing simulation quality. This was never-
theless possible because of the results of connectivity studies as well as sensitivity
analysis of block properties to the amount of fractures included. It is in close con-
nection with the properties of the block: geometrical structure as well as the asso-
ciated parameters. For instance a fracture block close to percolation conditions can
not be treated without including smaller units. We conduct here sensitivity analysis
to the amount of fractures included in the model. These are ordered by decreasing
size. Care is provided to smaller fractures in the vicinity of the injection location.

These issues are discussed in more details in the following sections.

Flow

Spatial discretization

We test the variation of the hydraulic flux versus the cell size. As we can see, Tab.
5.1, the flow calculation is already converged for 5 meter cells.

As shown on figure 5.1, the flow patterns are complex with our approach providing a
large distribution of transport paths.

CellSize | 5m 4m 3m |25m
outflux |5.74 577 5.80 | 577

Table 5.1: Spatial convergence: flow out-fluxes for the different cell sizes considered.

The order 2 Hybrid Mixed Finite Element method guarantees an error reduction pro-
portional to the square of the cell diameter. Hence the error is reduced by a factor 4 when
we vary the cell size from 5 down to 2.5 meters. The observed difference between the
out fluxes on these two meshes (less than 1 %) indicates a very low error, even for the
coarsest mesh.
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Figure 5.1: Variability of the head and flow field within one fracture plane.
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Geometrical convergence

Now that we are sure that our discretization of Darcy’s law is accurate enough, we
have to ensure that the considered geometry represents correctly the flow in the 200 meter
block.

We therefore test the hydraulic flux at the exit (x = 1800m) versus the amount of
fractures represented. We classify the fracture by decreasing size order. We then mesh
the n first fractures, n being varied from 50 up to 1200. We plot the evolution of the flux
versus n, see Fig. 5.2.

Flow outflux

Flux

3 L L
0 500 1000 1500

Amount of fractures

Figure 5.2: Evolution of the hydraulic flux versus the amount of fractures

We notice that the 150 largest fractures contributes to 95 % of the flow flux. There-
fore, we will limit ourselves to these 150 largest fracture for our sensitivity studies. The
reference model contains 1200 features.

Transport

Spatial discretization

A similar spatial convergence test has been carried out for the transport with similar
result. We conclude that cells of diameter below 3 meters allow good accuracy for the
discretization. We will therefore use 2.5 meters cells (maximum size) in our simulations.

70



Time discretization

The transport problem being non stationary, we have to check the impact of time dis-
cretization. We varied the time steps by a factor 10 until the influence on the concentration
fluxes are below 5 %. This resulted in simulations conducted with series of times steps
varying from small times steps to begin to larger time steps for the large times. Indeed,
concentration strongly varies at the beginning whereas fronts are weaker for the end of
the tails of breakthrough curves. The time increments considered for the different RNs
are summed up in Tab. 5.2. The presented discretizations are only valid for the full final
system presented below as reference case (matrix diffusion and a retardation coefficient
based on the dominating fracture type). These time steps have been reevaluated in every
different physical situations.

RN | step(y)  step(y) step (y) step (y) step (y) step(y) | step(y) | step(y)
1129 2.4 12 80 400 2103
until | — 240 — 480 — 2400 — 24103 — 810%

Ca 8 24 48 9 240 1600 8103 410*
until | — 120  — 1200  —»2400 | —4800 | — 19200 —4810% | —4810* | — 1610*
Cs 1600 4103 9600 24103 16 10* 810° 4108

until | 241038 — 96103 —4810% | - 19210% | 48105 —4810° | — 16107

Ra 1600 4103 9600 24103 16 10* 810° 4108

until | 241038 — 96103 —4810% | - 19210% | 48105 —4810° | — 16107

Tc 4800 12103 28800 72103 48104 2410° 12108

until | — 72103 — 28810° — 14410* | - 57610% | - 14410° — 14410° | — 48107

Am | 4800 12103 28800 72103 48104 2410° 12108

until | — 72103 — 28810° — 14410* | - 57610% | - 14410° — 14410° | — 48107

Table 5.2: Time discretization, transport with matrix diffusion

Geometrical convergence
General remarks

We studied the influence of the amount of fracture included to the flow and transport
properties of the block. Results show mainly that the larger fractures have to be included
into the system. Smaller fractures mainly lead to second order effects in terms of flow
and transport properties. Nevertheless small fractures in the vicinity of the initial source
term are very important to account for. We noticed in particular that a fracture (numbered
2101C) has a major role in the transport. This fracture connects the 23D unit (hosting
source term) to the rest of the flowing network. Without it there is limited flow in 23D
unit and mass exits mainly by diffusion. Including 2101C allows a new flow path across
23D. These units are represented on Fig 5.3.

We had to consider as well all the fractures (among the 5600) intersecting the 23D.
Nine fractures were found : the 22D, 1925B, 2101C, 176C, 2984B, 483C, 1198C, 1386B
and 748B, see Fig. 5.4.
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Figure 5.4: Fractures intersecting 23D.
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Similarly to the flow calculations, we studied the sensitivity of the concentration flux
to the amount of fractures considered for the numerical simulations. We search here for
a good reference case knowing that all units can’t be included in the model because of
meshing constraints. A similar study of sensitivity to the amount of fractures with the
idea of simplifying the system to minimal features in the chapter 5.2.

Comparisons

We compare 4 different situations for Dirac pulse injection as source term:

e A geometry made of the 50 largest fractures (including 23D but not the smaller
features).

e The previous geometry plus the nine smaller fractures intersecting fracture 23D.
e The 150 largest fractures plus the nine fractures intersecting fracture 23D.

e The 1200 largest fractures (containing these nine units).

We point out that only the 2101C fracture is of importance among the nine intersect-
ing fractures. This fracture being in the 100 largest fractures, all simulations involving
more than a hundred of fractures could be done without adding the eight other fractures
intersecting 23D, with no real effect on the results.

We sum up in Tab. 5.3 the differences between time recoveries for these simulations.
The physical model retained for these simulation involves the final reference conditions
except for the amount of fractures (1200):

e matrix diffusion with two layers ;
e retardation coefficient based on fracture dominating type ;

e longitudinal dispersivity of 3 meters.

We notice that the 50 plus 9 fractures and the 150 plus 9 fractures simulations give
almost the same results. On the other hand, the 50 fractures simulation gives longer
recovery times : nearly twice longer for 5 % recovery, 5 times longer for 50 % recovery,
and not evaluated for 95 % recovery due to very long recovery times. This shows the very
strong influence of the local flow properties in the vicinity of the 23D source fracture,
although the global flow out flux is not strongly affected (20 % lower for the 50 fractures
compared to the 50 plus 9 intersecting fractures).

The 1200 fractures simulation gives slightly longer time recoveries than with 150 frac-
tures (less than 10 %). It indicates that background fractures do have a small retardation
effect by providing increased volume of slower transfer properties.
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Source T59%(h) | Ts0%(h) | Tos9%(h)

lodine 50 48 1000 > 80000
lodine 50P9 26 260 44000
lodine 150P9 26 260 42000
lodine 1200 29 300 48000

Cacium 50 624 15000 | > 1.6 108
Calcium 50P9 312 3840 6.4 10°

Calcium 150P9 310 3840 6.4 10°
Calcium 1200 336 4400 7.210°
Cesium 50 3105 | 8.810% | > 1.6 108
Cesium 50P9 1.410° | 2.110% | > 1.6 108
Cesum150P9 | 1.410% | 2.110% | > 1.6 108
Cesium 1200 1.5310° | 2.410% | > 1.6 108
Radium 50 1.2105. | 3.410° | > 1.6 108
Radium 50P9 64000. | 8.410% | 1.5108
Radium 150P9 | 64000. | 8.610° | 1.4108
Radium 1200 68000. | 9.610° | 1.6108
Technetium50 | 8.010° | 2.1107 | > 4.8108
Technetium 50P9 | 4.0 10° | 5.410% | > 4.8 108
Technetium 150P9 | 4.0 10° | 5.510° | > 4.8 108
Technetium 1200 | 4.310° | 6.210% | > 4.8 108
Americium50 | 3.110% | 6.5107 | > 4.8 10°
Americium50P9 | 1.110% | 1.4107 | > 4.8 10®
Americium 150P9 | 1.110% | 1.4107 | > 4.8 108
Americium1200 | 1.210% | 1.7107 | > 4.8 108

Table 5.3: Sensitivity to the amount of fractures : breakthrough time recoveries

5.1.2 Sensitivity studies

In this chapter we address modeling issues by means of sensitivity studies:

e Section 5.1.2: sensitivity study to dispersion coefficient allows us to raise the ques-
tion of the importance of dispersivity associated with single conductors against dis-
persion effects resulting from numerous transport paths. This sensitivity analysis
helps as well in choosing the most adequate value (classically chosen as mesh size
in lack of further information).

e Section 5.1.2: sensitivity of breakthrough curves to matrix zones located in the
close vicinity of fracture planes. We consider the different configurations associated
with the complexity of the conductors: calcite for Type 2 and gouge, cataclasite,
calcite for Type 1. We consider successively fractures associated with pure Type
1, pure Type 2 and finally the dominant type associated with each feature as from
deliveries. The additional impact of altered and non altered rock actually belonging

75



to the fractured zones but requiring further complexity of the model is conducted in
the following section.

e Section 5.1.2: sensitivity to matrix diffusion involving additionally deeper matrix
zones (corresponding to altered and non altered rock). We add more in depth zones
to the model, these zones are not equivalent to retardation coefficient but act as
transitory storage zones. We consider here 3 different options to study their impact:
unlimited diffusion into a homogeneous zone, unlimited diffusion, diffusion into a
semi infinite composite medium. The latter configuration corresponds to the actual
complexity required since altered rim (20 cm) as well as non altered rock with very
large depth are represented.

e Section 5.1.2: analysis of the impact of various matrix zones is conducted and
analytical expressions for retardation in peak arrival times are proposed based on
single fracture cases.

e Based on former studies the actual model for reference calculations is selected in
5.1.2.

e Section 5.1.2: sensitivity to the amount of modeled fractures is carried out here
aiming at a final simplest system possible providing breakthrough curves similar
to reference calculations with limited reduced precision. We end up with a sys-
tem of 12 fractures called simplified PA model. This simplified model provides
breakthrough curves differing maximally from reference case by 20%. The way
breakthrough curves are degraded is studied providing insights into the influence of
back ground fracturing.

Dispersivity

We study the sensitivity of the model to the dispersivity value. We choose dispersiv-
ity with tensorial structure, longitudinal and transverse components in the local velocity
spatial reference. Two values of the dispersivities are studied:

e ar =30mand ar =3 m.
e ary =3mand ar =0.3m.
In order to maximize the effect of the considered dispersivity variation (which occurs only

in the fracture and not in the no flow matrix), we are not taking into account the matrix
diffusion in the sensitivity test.

We can’t consider lower values because numerical diffusion induces a dispersivity of
approximately the size of a cell (approximately 2-3 meters in our case).

Larger values are also not to be considered. Indeed, the dispersivity coefficient is
connected to the size of the heterogeneity it models. 50 meters is in any case a higher
limit since only few fractures have larger extensions.
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Comparisons of breakthrough curves

We represent, Fig 5.5, the breakthrough curves for the two studied cases. The graphs
are provided as required in the specifications : in log-log scale in a frame 20cm * 12cm.

For each tracer, we associate a color as follows:

e Red for Rhenium/lodine

e Blue for Calcium

° for Cesium
° for Radium
° for Technetium

e Magenta for Americium

We notice that the curves are comparable in both cases, with a slightly more pro-
nounced spreading of the flux in the stronger dispersivity case (as expected). As a con-
sequence, overall spreading mostly results from the multiplicity of travel path velocities
rather than choice for dispersivity values. The actual choice of dispersivity for the final
reference calculation only corresponds to second order effects.

Comparisons of maximum release rates

The maximum peak values for the flux are summed up in Tab. 5.4. The maximal
flux for a;, = 30m is reduced less than 15 % below the values obtained with the limited
dispersivity case.

Source Maximal flux | Time (y)
lode Dirac - 3m 2.1107%(1/y) 20
lode Dirac - 30m 1.81072(1/y) 22
CalciumDirac-3m  3.31073(1/y) 135
Calcium Dirac-30m  3.21073(1/y) 165
CesumDirac-3m  1.810~3(1/y) | 26000
Cesium Dirac-30m  1.81075(1/y) | 30000
Radium Dirac-3m  2.0107%(1/y) | 22000
Radium Dirac- 30m  2.010°(1/y) | 22000
Technetium Dirac- 3m  3.510%(1/y) | 1.310°
Technetium Dirac- 30m  3.610 5(1/y) | 1.510°
Americium Dirac-3m  1.410=%(1/y) | 3.310°
)| 3.810°

Table 5.4: Performance measures: maximum fluxes for Dirac for the different tracers con-
sidered and two different dispersivities (3m and 30m).
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Comparisons of tracer time recoveries

The 5, 50 and 95 % time recoveries for the flux are summed up in Tab. 5.5.

Source T (y) Tson(y) Tos%(y)
lode Dirac - 3m 11 34 130
lode Dirac - 30m 14 44 180
Calcium Dirac - 3m 75 230 900
Calcium Dirac - 30m 100 260 1300

Cesium Dirac - 3m 14000 43000  1.810°
Cesium Dirac - 30m 19000 47000  2.510°
Radium Dirac - 3m 13000. 3.510% 1.510°%
Radium Dirac-30m  16000. 4.010*  2.110°
Technetium Dirac-3m  7.010* 2.110°  9.010°
Technetium Dirac- 30m  9.010*  2.210°  1.210°
AmericiumDirac-3m  1.710° 5.310°  2.210°
Americium Dirac- 30m 2.210° 5.610° > 3.0106

Table 5.5: Dispersivity oy, = 3m and 30m : breakthrough time history

We notice an influence of about 25 % on the time recoveries. It appears that the
dispersivity, at least in the considered variation range, has no major influence on the tracer
migration. Dispersivity models macro dispersion in the fractures as related with non
explicitly modeled fracture heterogeneities. No indication is provided in the deliveries.
We choose the lowest possible value: a numerical dispersivity of 3 meters (the size of
the largest cell). More precisely, dispersivity corresponding to the size of each cell is
considered so that minimal dispersivity is applied (equals numerical dispersion). This is
achieved as provided below.

The convective term, in the transport equation, is discretized with a stream upwind dis-
cretization. This ensures the monotonicity of the discretized convection operator, which in
practice implies that there won’t be any negative value of the concentration. This stream
upwind discretization induces a “numerical” diffusion |U|L, where L is the size of the
cell and |U| the norm of the Darcy velocity. This diffusion is set to 0 whenever its value is
higher than the physical diffusion-dispersion. Which exactly means that the local Peclet
number on each cell is lower than 1.

We can observe that this “numerical” diffusion is numerically consistent. It means
that is tends to zero when the size of the cell tends to 0, which is obvious because this
numerical diffusion scales with L. It can also be interpreted as a dispersivity, with a
longitudinal coefficient o, = L and a transverse coefficient o = 0. Hence, it is not
possible to reduce the actual longitudinal dispersivity below the size of the cell.
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Complexity factor

We study here the sensitivity of the system to matrix zones in the vicinity of the fractures.
These are for Type 1 fracture coating, cataclasite, gouge and for Type 2, fracture coating.
For the flow velocities considered as well as for the actual fracture properties, these units
have in common that they behave as simple buffers for transit in the fractures. They
can be represented by an equivalent retardation coefficient. More details are provided
in chapter 3. Different configurations are studied to assess the uncertainty in properties
associated with the complexity of the fracture zones. More in depth matrix units like
altered and non altered units are not included here but will be included later providing a
direct measurement of their own impact on performance measurements.

Equivalent retardation coefficient
We sum up the different parameters involved in the complexity factors models, Tab.
5.1.2. We calculate the retardation coefficient the following way (refer to section 3):

1

R; is the retardation coefficient in the matrix zone 4, d; its thickness, w; its porosity and
b the fracture aperture. This coefficient is to be calculated for each tracer (R; depends on
the tracer) and for each fracture (the aperture is changing).

The retardation coefficients R; are obtained from the &, :
Ri = kaipi(1 — w;) /wi, (5.2)
where p; is the density of the matrix zone, w; its porosity.

Models

Three different options are studied :

e \We assign to each fracture its dominant type.
e \We assign a pure type 1 to all fractures.

e \We assign a pure type 2 to all fractures.

We don’t handle different portions of different feature types within a fracture (no
heterogeneity within a single conductor). Aiming to develop a simple PA model, such a
stochastic approach is avoided since it would considerably slow down the calculations.
Furthermore, at long time scales, choose the dominating type seems sensible.

The 2 other options are there to frame the field of possible situations as extreme sets.

For the type 1 fracture, the matrix diffusion zones considered are the gouge, the frac-
ture coating and the cataclasite, in Eq. (5.2). For the type 2 fracture, only fracture coating
is considered.
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Task6E Fracture Fr. Coating | Gouge | Cataclasite Altered Rock | Non Alt. R.
Extent dependsfeature  0.5mm S5mm 2cm 20cm 20cm
Porosity 100 % 5% 20% 1% 0.6% 0.3%
lodine eff. Diff. (m?/s) 2107° 3.1107'2 | 2810~ | 25107  1.110°'% | 3.7107™
Caeff. Diff. (m?/s) 210°° 5.1071% | 4410|3910 171071 | 58101
Cséeff. Diff.(m?/s) 210°° 1.310°1 | 1210710 101012 451071 | 1510718
Raeff. diff. (m?/s) 2107° 5610712 | 5010~ | 44107 19107 | 651071
Tceff. diff. (m?/s) 210°° 3110712 281011 | 25107 1110 | 37104
Am eff. diff. (m2/s) 210°° 3.710712 331011 | 291071 1310 | 4410 1
lodine K 4(m3/kg) 0 0 0 0 0 0
Ca K (m3/kg) 0 23107 | 7.1107* | 6.7107° 8.8107° 4.4107°
Cs Ky4(m3/kg) 0 521072 | 16107 | 1.5102 2.102 1.1072
Ra K (m?/kg) 0 46102 | 14107 | 1.31072 1.81072 881073
TC Kq(m?®/kg) 0. 0.2 0.2 0.2 0.2 0.2
Am K4 (m?/kg) 0. 0.5 0.5 0.5 0.5 0.5

Table 5.6: Parameter set for task6E (fracture and the matrix zones : gouge, fracture coat-
ing, cataclasite, altered rock, non altered diorite). The parameters are the ones
provided in [Dershowitz et al. 03]

Results

We observe the effect of the three approaches in a transport simulation of the 6 tracers,
without diffusion into deeper matrix zones. We consider the 150 main fractures block.
Breakthrough curves at = 1800m are provided in Fig. 5.6.

Full Type 1 and full Type 2 simulations provide bounding simulations. These two
cases are indeed extreme cases for the complexity of the system. Further results show
that full Type 1 and dominant type poorly differ. This means that first order fractures
are larger ones mainly corresponding to Type 1. Type 2 leads to less retarded curves
(as expected since fractures only bear fracture coating as compared with Type 1 bearing
additional gouge and cataclasite). Quantitatively, retardation factors for Type 1 range from
7 (lodine) to 1.510° (Americium). For Type 2 complexity, the contribution of fracture
coating leads to retardation factors ranging from 1.05 (lodine) to 3000 (Americium). This
retardation correspond to the sole influence of fracture coating, gouge and cataclasite.
The influence of altered and non altered zones is studied below. These coefficients were
obtained considering arrival times from table 5.8 and taking into account the water transit
time in the system (3.35y).

We also observe the effect of the three approaches in a transport simulation of the 6
tracers, with matrix diffusion and with no dispersivity. We consider the 150 main frac-
tures, Fig 5.7.

Time recoveries

The 5, 50 and 95 % time recoveries for the flux are summed up in Tab. 5.7, for the 150
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Figure 5.6: Influence of the fracture complexity.
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Figure 5.7: Influence of the fracture complexity with matrix diffusion.
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fractures mesh. There is no matrix diffusion in the altered and non altered matrix zone.
We present the results for type 1 fractures only, and for type 2 fractures only.

Source Ts%(y) | Ts0%(y) | Tos%(y)
lodine Dirac - type 1 15 32 110
lodine Dirac - type 2 2.5 4.8 13.5
Cacium Dirac - type 1 135 288 1000.
Cacium Dirac - type 2 5.2 11.6 36

Cesium Dirac - type 1 27000 | 57000 | 2.0103
Cesium Dirac - type 2 625 1500 5250
Radium Dirac- typel | 24000. | 510* | 1.710°
Radium Dirac - type 2 560. 1300 4600
Technetium Dirac - type1 | 1.3 10° | 2.6 10° | 1.0 10°
Technetium Dirac - type2 | 2400 5400 20000
Americium Dirac- typel | 3.10° | 7.110° | 2.410°
Americium Dirac - type2 | 6300 14000 | 50000

Table 5.7: only type 1 fractures, and only type 2 fractures : breakthrough time history

Maximum fluxes

The maximum peak values for the flux are summed up in Tab. 5.8.

Source Maximal flux (1/y) | Time (y)
lodine Dirac - type 1 2.81072(1/y) 23
lodine Dirac - type 2 0.22(1/y) 3.5

200
8.6
39000

Calcium Dirac - type 1 3.41073(1/y)

Calcium Dirac - type 2 8.1107%(1/y)

Cesium Dirac - type 1 1.6 1075(1/y)
Cesium Dirac - type 2 6.0 107%(1/y) 1000.
Radium Dirac - type 1 1.91075(1/y) 33000
Radium Dirac - type 2 6.710%(1/y) 960.
Technetium Dirac - typel  3.3107%(1/y) 2.010°
Technetium Dirac-type2 1.6 1074(1/y) 4000.
Americium Dirac - type 1 1.21075(1/y) 5.210°
5(1/y) 1.0 10*

Table 5.8: Performance measures: maximum fluxes for Dirac for the different tracers con-
sidered and with only type 1 or only type 2 fractures and no diffusion in the
altered and non altered rock.

Americium Dirac - type 2 6.5 10~

Matrix diffusion

Influence of additional matrix zones on the retention of the plume are studied in the
present section. These correspond to altered and non altered zones. As detailed in chapter

84



3, these matrix zones are accounted for in the different ways in our model as the zones in
the vicinity of the fracture plane. We first comment on the choice of the diffusion model:
1D infinite, bounded and composite. We then provide breakthrough curves and compare
with the former case included only zones in the vicinity of the fracture plane.

Matrix diffusion models
Main transport characteristics

We present, Fig. 5.1.2, the tracer main transport paths, selecting only the fractures
where the concentration peak is above a thousandth of the global maximum. The present
system corresponds to 150 fractures with dominant type and no diffusion in deeper matrix
zones. We can see that two main paths are visible. One is following the fractures 23D,
1925B, 22D, 21D, 20D, 2292B, 17S, 19D directly to the exit, where the concentration is
the strongest. The second path is separated by at least 50 meters from the first one, and
concentrations are a hundred times lower.
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Figure 5.8: Two main flow paths as illustrated by base 10 logarithm of concentration

We have evaluated that penetration depth in the matrix is between one to 10 meters.
Therefore, we can assume that the matrix diffusion process might be seen as “infinite” in
the perpendicular direction to the fractures. Indeed, the concentration flux in the matrix
won’t see the influence of surrounding fractures.

We hence consider a 1 dimensional diffusion in the matrix. We consider three ap-
proaches as presented in chapter 3:
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e \We consider only one kind of rock (unaltered) and an infinite 1D media seen by
the fracture. We use Green function to calculate the semi-analytical solution of the
diffusion transport equation of tracers in this simplified matrix.

e \We consider also one 1D layer in the rock, but with a limited extension (a fixed
length is given). We impose a no flux condition on that boundary. We also derive a
semi analytical solution based on Green functions.

e \We consider a 1D layer of altered granite of fixed length, followed by a 1D infinite
layer of unaltered rock. The analytical solutions are also calculated.

The last situation corresponds to the actual conditions where altered rock zone is present
over 20 cm before large non altered depths. The two first cases are implemented for sake
of comparisons.

The former analytical solution can be coupled implicitly with the transport discretiza-
tion system. More details are given in section 3.

Comparisons

Results show that composite medium behaves similarly as the homogeneous un-
bounded case when non altered properties are considered. This is due to the fact that
penetration depth is large compared with the 20 cm associated with altered rock. For
the same reason, bounded matrix considering 20 cm of altered rock properties differs
strongly from the composite medium showing that modeling of non altered rock is of first
importance.

We show similarly that matrix diffusion in deeper matrix zones (altered and non al-
tered zones) is of major importance in the system by comparing the former results limiting
matrix to zones in the vicinity of the fracture plane (see Fig. 5.6) to Fig. 5.7 providing
similar configurations with additional composite matrix model.

Results show that the matrix diffusion in altered and non altered zones has a strong
influence on the retention properties associated with the breakthrough curves. To quantify
the difference, we present the time recoveries and maximum fluxes obtained in these
different cases.

Time recoveries

The 5, 50 and 95 % time recoveries for the flux are summed up in Tab. 5.9, for the
150 fractures mesh.

We notice an influence of a factor 3 up to 10 for the 5 % time recoveries. This influence
is reaching a factor 50 for the 50 % time recoveries and goes over 200 for the 95 % time
recoveries.

It then appears than the matrix diffusion has a very strong influence on the results,
especially at the large time scales (95 % time recoveries) when the penetration length into
the matrix is maximum.
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Source Ts%(y) | Ts0%(y)  Tos%(y)
lodine Dirac - no diff 8.7 18 56
lodine Dirac - diff 26 260 42000
Calcium Dirac - no diff 75 150 475
Calcium Dirac - diff 310 3840 6.4 10°
Cesium Dirac - no diff 15000 | 30000  1.010°
Cesium Dirac - diff 1.410% | 2.110% >1.6108
Radium Dirac - nodiff ~ 13000. | 2.6 10* 87 10°
Radium Dirac - diff 64000. | 8.610° 1.4 10%
Technetium Dirac - no diff  7.510* | 1.510° 4.9 10°
Technetium Dirac - diff  4.010° | 5.510¢ > 4.810%
Americium Dirac - nodiff 1.810° | 3.710° 1.2 10°
Americium Dirac - diff  1.110% | 1.4107 > 4.810°

Table 5.9: With and without matrix diffusion in deeper altered and non altered zones:

breakthrough time history

Maximum fluxes

The maximum peak values for the flux are summed up in Tab. 5.10.

Source Maximal flux (1/y) | Time (y)
lodine Dirac - no diff 4.910°%(1/y) 15
lodine Dirac - diff 4.310°3(1/y) 37
Calcium Dirac - no diff 6.51073(1/y) 110
Calcium Dirac - diff 3.2107*(1/y) 360
Cesium Dirac - no diff 3.3107%(1/y) 23000
Cesium Dirac - diff 5.6 1077(1/y) 1.510%
Radium Dirac - no diff 3.7107%(1/y) 19000
Radium Dirac - diff 1.51075(1/y) 76000
Technetium Dirac - no diff 6.5 10%(1/y) 1.110%
Technetium Dirac - diff 2.310°7(1/y) 4.410°
Americium Dirac - no diff 2.4 1076(1/y) 2.8 10°
Americium Dirac - diff 8.1107%(1/y) 1.2 108

Table 5.10: Performance measures: maximum fluxes for Dirac for the different tracers
considered and with or without matrix diffusion.

We observe up to more than a factor 20 of difference on peaks and factor on the
associated times ranging from 3 to 6. The differences observed are in good agreement
with the short (5 %) and average (50 %) time recoveries.
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Analysis of the impact of matrix diffusion

Former results show that matrix diffusion plays a dominant role in the retention process.
The overall contribution of matrix diffusion to retention processes can be first estimated
comparing the peak arrival times for the whole system (dominant type and altered and
non altered rock) as compared with the initial fracture network without matrix diffusion.
The base case leads to arrival time of the peak by 3.3 years. Peak arrival times for the
whole system range from 37y for the non sorbing tracer (iodine) to 1.210%y in the case
of the most sorbing tracer (americium). Refer to table 5.7. The overall retardation as
regard to the peak arrival time corresponds to roughly an order of magnitude. Sorbing
effects strengthen retardation effects in a multiplicative manner. The influence of matrix
diffusion as a retention process can be estimated from the larger times of the breakthrough
curve. Indeed, the impact of matrix diffusion on peak arrival times is relatively moderate
as compared with retardation of for instance tg5%, (arrival time of 95% of the injected
mass). Table 5.9 shows that later time arrival of mass is very strongly delayed. Recovering
of 95% of the mass corresponds to 11.7y for the sole fracture network and rises to 4200y
for iodine and is larger than 4.8108y in the case of americium. This result is classical for
the impact of matrix diffusion and is referred as tailing effect.

More detailed comments can be made on matrix diffusion impact by considering the
effects related with matrix zones in the vicinity of the fracture and matrix zones in the
depth of the rock. The first are homogenized as a retardation factor in our model (fracture
coating + gouge + cataclasite for Type 1 and fracture coating for Type 2), the second
(altered and non altered rock) are explicitly modeled by a semi analytical term in the
equations. Results are provided above while gradually including the various matrix zones:

e Inclusion of matrix zones in the vicinity of the conductive fracture is conducted
considering pure Type 1 (fracture coating, gouge, cataclasite) versus pure Type 2
(fracture coating). Refer to figures 5.6 and tables 5.7, 5.8.

e Inclusion of matrix zones more in the depth of the matrix blocks in addition to the
dominant type (altered and non altered rock). Refer to preceding section, figures
5.7 and tables 5.9 and 5.10.

Results corresponding to the first kind of zones show that the dominant type is close to
the pure Type 1 case. Peak arrival times are roughly less than half way behind. Inclusion
of dominant type leads to retardation factors on peak arrival times ranging from 5 (see
15y for iodine in table 5.10) to roughly 10° (see 2.8 10° for americium in the same table).
We sum up the results from Table 5.10 in terms of retardation coefficient (labeled here
R') in Table 5.11 in the column retardation coefficients from simulations.

Results corresponding to the second kind of zones are provided in the same table
5.10. Here, the overall retardation on the peak arrival time of all matrix zones ranges
from roughly 10 for iodine to 4.10° for americium. The specific effect of altered and
non altered rock can be derived recalling that retardation is additive for both effects. In
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consequence the retardation for lodine corresponds to R” = (37. — 15.)/3.35 which is in
value close to a factor 7. The retardation coefficients associated with the impact of altered
and non altered zones are summed up in table 5.12, in the column retardation coefficients
from simulations.

Results show that both groups of matrix zones (close to the conductive feature or
further) have quantitatively comparative impact on the peak arrival times. Nevertheless,
altered and non altered zones in the depth of the matrix lead to roughly twice larger
retardation coefficients on peak arrival times as fracture coating, gouge and cataclasite
situated in the vicinity of the conducting feature. Moreover, altered and non altered rock
leads to strong tailing effects on breakthrough curves so that the impact of the zones on
late arrival of mass (ie To5% is much larger than can be read from peak arrival times. So,
the overall retardation and modification of shape of the breakthrough curves is mainly
impacted by the properties of altered and non altered rock masses in the depth of the
rock. This effect is bound to be even stronger for slower transfers related with lower
permeability blocks.

In tables 5.11 and 5.12, we try to approximate the results in terms of retardation co-
efficients read on the simulated curves by simple analytical models related with single
fracture systems. This approach is potentially interesting here since we proved that a lim-
ited number of fractures is responsible for transfers in the block studied. So the question is
can we approximately guess the level of retardation coefficients for the travel path based
on a single fracture analytical expression.

For Type 1 and Type 2 complexities, the impact of fracture coating, gouge and catacl-
asite are accounted for in the model by means of a retardation coefficient associated with
each fracture. This was presented in section 3, with equation 6.1 recalled below. In the
same line R’ are calculated as follows for a single fracture aperture by 1.5 10~*m:

1

R; is the retardation coefficient in the matrix zone i, d; its thickness, w; its porosity and b
the fracture aperture. Summation is over fracture coating properties alone for Type 2 but
on fracture coating, gouge and cataclasite for Type 1. Results for this fracture aperture are
provided as retardation coefficients estimated on table 5.11. Results show an overall good
agreement between simulated and estimated retardation coefficients. As contemplated,
quantitative differences are observed, but ranges are acceptable. As a consequence these
easy analytical expressions are a valuable help to estimate retardation of peak arrival
times.

The same is attempted for retardation related with altered and non altered zones. As
explained in section 3, these zones are modeled as diffusion zones. Estimation of the
impact of matrix diffusion on arrival times can be attempted based on simple analyti-
cal expressions. Starting from the solution of transfer of mass in a single fracture with
pure advection and 1D infinite matrix diffusion, the position of the concentration peak is
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derived. The associated expression follows:
R = (R'+ R")ty (5.4)

where R' corresponds to surface sorption retardation coefficient, R” to the retardation
associated with matrix diffusion and t,, is water transit time in the system. R" expresses
as follows:

2w?dR
3 b
with w porosity and d pore diffusion coefficient of matrix zone, R bulk retardation coef-
ficient, b fracture aperture. This expressions involves t,, so it is not a classical retardation
coefficient but takes into account the fact that retardation of peak arrival time for such a
system is proportional (for large enough effects) to the length of the system. R" coeffi-
cients were calculated for all tracers, for fracture aperture by 1.510~* and the observed
water travel time (3.35y). We consider altered rock and non altered rock properties since
matrix zones are indeed heterogeneous although our analytical expression was obtained
for an homogeneous matrix. Results are provided on table 5.12. They show that approxi-
mate evaluation of the retardation of the peak arrival time is possible. The range of values
as from simulations is indeed bounded by estimations relying upon altered and non altered
properties.

R'=1+ tw (5.5)

As a consequence such simple analytical expressions are valuable helps in estimat-
ing the importance of retardation of peak arrival times as resulting from complex matrix
zones. Nevertheless the impact of matrix zones in the depth of the rock leads as well to
strong tailing effect not described by our analytical expressions limited to peak arrival
times.

The selected reference model

Based on the previous studies, we consider the following model as our reference model
for the PA calculations :

e The largest 1200 fractures where flow and transport calculations are converged, see
chapter 5.1.1.

e 2.5 meters cells in order to achieve good numerical accuracy of the calculation (less
than 10 % of numerical error).

e A small dispersivity of 2.5 meters which has very little influence on the results.
e For the complexity, we consider the dominating type of the fractures.

e The matrix diffusion is a 1D model with one bounded layer of altered rock (20 cm),
followed by one infinite layer of unaltered rock.

e Fracture aperture, efficient diffusivities, permeabilities ..., are issued from task spec-
ifications and previous tasks reports (6C).
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R’ Ret. coef. Simul. | Ret. coef. Estim.
lodine Pure Type 1 7. 9.2
lodine Dominant Type 4.5 —
lodine Pure Type 2 1.05 1.2
Calcium Pure Type 1 60. 86.2
Calcium Dominant Type 433 -
Calcium Pure Type 2 2.6 3.2
Cesium Pure Type 1 1.210* 17320.
Cesium Dominant Type 7.103 -
Cesium Pure Type 2 300. 445.8
Radium Pure Type 1 10* 1.510*
Radium Dominant Type 5.7103 -
Radium Pure Type 2 287. 394.
Technetium Pure Type 1 6.10* 8.710*
Technetium Dominant Type 3.210* -
Technetium Pure Type 2 1200. 1711.
Americium Pure Type 1 1.5510° 2.1810°
Americium Dominant Type 8.310% -
Americium Pure Type 2 3000. 4276.2

Table 5.11: Estimation of retardation coefficients from the simulations as compared with
analytical estimations: role of zones in the vicinity of the conducting fracture.

Fracture opening by 1.5 10~*m, water arrival time by 3.35y.

R Ret. coef. simul. Ret. coef. estim. Altered | Ret. coef. estim. Non Alt.
lodine 7 9.8 2.5
Calcium 50 355.8 61.4
Cesium 3.8104 7.910* 1.310*
Radium 1.710* 7.110* 1.110*
Technetium 10° 7.910° 2.710°
Americium 2.810° 2.108 6.710°

Table 5.12: Estimation of retardation coefficients from the simulations as compared with
analytical estimations: role of zones in the depth of the matrix blocks. Frac-
ture opening by 1.5 10~*m, water arrival time by 3.35y.

Calculations are achieved with time scales allowing 95 % recovery of the tracers, ex-
cept for the 2 slowest tracers, for which the calculation is stopped slightly before. Indeed,
we didn’t simulate on more than a hundred million years, since it has not much physical
sense : the recovery time wouldn’t be meaningful if we would consider the radioactive
decay.
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A simplified PA model

We also tried simplifying the geometry as far as possible with only secondary order de-
crease of the quality of the performance measures. Flow and transport are simulated from
this simplified geometry. The process leading to a final 12 fracture system is detailed in
the following subsections.

Selection of the main fractures
For the transport

We calculate the mass contained in each fracture, versus time. We sort out the mass
peaks by decreasing order. This is done on the 1200 fracture system. We obtain the
following sequence :

23D— > 1925B— > 22D— > 21D— > 20D— > 2292B— > 175— > 19D— > ...
(5.6)

The 19D fracture is intersecting the exit of the block (z = 1800m). These fractures are
all connected, therefore we have a straight path from the 23D to the exit. The mass peak
at the exit is nearly 1000 times smaller that in the 23D. The left aside fractures (following
the 19D by decreasing order) contain a very few fraction of the mass. We will show
below that they indeed have a minor role in the radionuclide transport by comparison
with simulations of the 1200 fractures system.

We decide to keep only these 8 fractures to define the simplified PA model.
For the flow

We also want to simplify the system of fractures of importance for the flow. Of course
we have to retain the fractures important for the transport, plus the one allowing a con-
nection between the storage (fracture 23D) and the upstream boundary of the block.

We established the flow flux in the fractures and also sort them in decreasing order. We
then keep the minimum amount of fractures allowing a connectivity between the bound-
aries x = 1800m, x = 2000m and the storage (23D). We therefore add the fractures
13S, 5D, 7S, 10D and 8S, and also the 2101C, whose importance had been illustrated in
previous chapters.

The simplified model

Everything remains the same as for the full 1200 fractures network, except that we
now only use the 14 selected fractures both for the flow and the transport calculations.

Actually, numerical simulations have demonstrated that fractures 8S and 10D have no
influence on the transport. These two fractures correspond the second path, visible on
Fig. 5.1.2, which is not going through the storage (23D). Their presence has also only a
minor influence on the flow running through the storage.

Finally, we consider the 12 fracture system: 23D, 1925B, 22D, 21D, 20D, 2292B,
17S, 19D, 13S, 5D, 7S and 2101C for the PA model. This network of fractures runs
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obviously much faster on a computer since the amount of fractures is a hundred times less
than the 1200 fractures system.

Comparisons with this PA model and the 1200 fractures network are presented in the
following chapter.

5.2 Reaults

We present the results obtained on a very simplified 12 fractures PA model and the 1200
fractures PA model. We first describe the flow path in the block, then the transport results
for the reference approach and the simplified one.

52.1 Flow
Description of the flow paths

The main characteristics of the flow have been described in Sec. 5.1.2. We present in the
following subsections, the residence time for the water and its breakthrough time history.

Residence time

In order to determinate the water residence time, we consider the following transport
model:

e A diffusion-convection transport equation with no dispersion (ie dispersion equal
to the cell size).

e No matrix diffusion.
e A retardation coefficient equals to 1.
e The given fracture aperture (files features.doc provided with this task).

e No sorbing properties.

Breakthrough time history for the water

We present the breakthrough time history for the water, Fig. 5.9. The maximum peak
of outflow (at z = 1800m) is obtained at 3.35 years. The maximum is 0.23 1/y for a Dirac
mass pulse on non sorbing tracer following the above defined requirements.

Time recoveries

The time recoveries at z = 1800m are :
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Figure 5.9: Breakthrough curves for water

e 2.1 years to recover 5 % of the injected mass.
e 4.2 years to recover 50 % of the injected mass.

e 11.7 years to recover 95 % of the injected mass.

5.2.2 Transport - reference model

We consider here the release of a unit mass at the initial simulation time. The mass is
located in the mesh corresponding to the input, in the 23D feature.

We show :

e Breakthrough curves at three different planes (x=1920 m, x=1880 m, x= 1800 m).
These correspond to the total mass exiting the system.

e Maximum release rate for Dirac input.

e Breakthrough time recovery (5, 50 and 95 percents of the injected mass).

The graphs are provided as required in the specifications : in log-log scale in a frame
20cm * 12cm.

For each tracer, we associate a color as follows:

e Blue for lodine
e Red for Calcium

° for Cesium
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° for Radium
° for Technetium

e Magenta for Americium

Breakthrough time history for the tracers

The breakthrough time history for the six tracers considered are provided on figure 5.10.
The order of arrival is related with the sorbing properties of each tracer : first lodine, then
Calcium, Radium, Cesium, Technetium, Americium.

Maximum release rates

Maximum release rates as well as the time associated with the peak are provided on Table
5.13. The order of arrival follows the importance of the sorption phenomenon of the tracer
considered.

Source Maximal flux  Time (y)
lodine Dirac - = 1920m 2.41072(1/y) 4.8
lodine Dirac - z = 1880m 6.6 1073(1/y) 22
lodine Dirac - z = 1800m 41073(1/y) 35
CaciumDirac- z = 1920m 2.4 1073(1/y) 21
Calcium Dirac- z = 1880m 5.1 107%(1/y) 195
CaciumDirac- z = 1800m 3.0 10~*(1/y) 380
CesumDirac-z = 1920m  5.210%(1/y) 7500
Cesium Dirac - z = 1880m 9.8 10_7(1/y) 84108
Cesum Dirac-z = 1800m 54107 7(1/y) 1.6 10°
Radium Dirac-z = 1920m  1.21075(1/y) 4300
Radium Dirac - x = 1880m 2.4 10_6(1/y) 4.210*
(1/y)
(1/y)
(1/y)
(1/y)
(1/y)
(1/y)
(1/y)

Radium Dirac- z = 1800m  1.410°%(1/y) 8.010*
Technetium Dirac - z = 1920m 2.0107%(1/y) 1.910*
Technetium Dirac - = 1880m 3.8 10~ 7(1/y) 2.4 10°
Technetium Dirac- z = 1800m 2.1107(1/y) 4.7 10°
Americium Dirac -z = 1920m 7.11077(1/y) 3.4 10*
Americium Dirac - z = 1880m 1.310 7(1/y) 6.3 10°
Americium Dirac - z = 1800m 7.41078(1/y) 1.210°

Table 5.13: Performance measures: maximum fluxes for Dirac for the different tracers
considered. 3 control planes. 1200 fractures.

Time recoveries

The 5, 50 and 95 % time recoveries for the flux are summed up in Tab. 5.14.
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Figure 5.10: Breakthrough curves at 3 different locations - 1200 fractures model
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Source Ts9,(h) Tson(h) Tose(h)

lodine Dirac - 1920 m ok 50 12 103
lodine Dirac - 1880 m 14 177 26 10°
lodine Dirac - 1800 m 28 300 48 108
Calcium Dirac - 1920 m 16 700 1.810°

Calcium Dirac - 1880 m 170 2500 4.10°
Calcium Dirac - 1800 m 336 4400 7.210°
Cesium Dirac- 1920 m 9600 3.910° 1.08108
Cesium Dirac - 1880 m 810* 1410 > 16108
Cesium Dirac - 1800 m 1.510° 24108 >1.6108
Radium Dirac - 1920 m 4800. 1.510° 4.2107
Radium Dirac - 1880 m 36.10% 5.510° 8.8 107
Radium Dirac - 1800 m 68.10° 9.610° >1.6108
Technetium Dirac- 1920m | 24102 9.810° 2.6 108
Technetium Dirac-1880m | 2.310° 3.6106 > 4.8108
Technetium Dirac- 1800 m | 4.310° 6.210%° > 4.8 108
Americium Dirac-1920m | 7210 2.910° > 4.810%
Americium Dirac- 1880 m | 6.310° 1.1107 > 4.810°%
Americium Dirac-1800m | 1.210° 1.7107 > 4.8108

Table 5.14: Breakthrough time history at x = 1920 m, x = 1880 m and = = 1800 m.
1200 fractures reference model. Dirac pulse.

5.2.3 Sensitivity analysis - simplified PA model

Same specifications are met for graphs. Results for the 12 fractures simplified model are
presented in the following subsections.

Breakthrough time history for the tracers

The breakthrough time history for the six tracers considered are provided on figure 5.11.
The order of arrival is related with the sorbing properties of each tracer : first lodine, then
Calcium, Radium, Cesium, Technetium, Americium.

A first look at the results show that breakthrough curves corresponding to the 1200
fracture case (Fig. 5.10) and the 12 fracture case (see Fig. 5.11) are surprisingly similar.
A deeper look provides quantitative differences for all tracers and performance measure-
ments by roughly 10%. The 12 fracture system provides somewhat broader curves mainly
corresponding to quicker arrival times and slight longer tailing. These features could be
explained by the simplified structure of the flow providing different arrival times. The
longer tailing of the curves might be in relation with the amount of smaller fractures which
are not of first order importance for the flow but provide intermediate storage zones to the
tracers corresponding with overall retention effect.
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Figure 5.11: Breakthrough curves at 3 different locations - 12 fractures model
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Maximum release rates

Maximum release rates as well as the time associated with the peak are provided on Table
5.15. The order of arrival follows the importance of the sorption phenomenon of the tracer
considered.

Source Maximal flux | Time (y)
lodine Dirac - z = 1920m 6.210°2(1/y) 2.3
lodine Dirac - z = 1880m 5.81073(1/y) 23
lodine Dirac- z = 1800m | 3.7 1073(1/y) 38
Calcium Dirac- z = 1920m | 7.8 1073(1/y) 9.0
Calcium Dirac- z = 1880m | 4.5107%(1/y) | 220
Cacium Dirac- z = 1800m | 2.7107%(1/y) 420
Cesium Dirac - z = 1920m 1.91075(1/y) 3300
Cesium Dirac -z = 1880m | 8.610 7(1/y) | 86103
Cesum Dirac-z = 1800m | 5.01077(1/y) | 1.8 10°
(1/y)
(1/y)
1/y)
(1/y)
1/y)
"(1/y)
°1/y)

Radium Dirac - = 1920m 3.7107%(1/y 1700

Radium Dirac - z = 1880m | 2.1107%(1/y) | 4.7 10*

Radium Dirac - z = 1800m 1.31079(1/y 8.6 104
Technetium Dirac- z = 1920m | 7.5107%(1/y) | 9.5 103
Technetium Dirac - z = 1880m | 3.31077(1/y 2.6 10°
Technetium Dirac - z = 1800m | 2.010~7(1/y) | 5.3 10°
Americium Dirac-z = 1920m | 3.1107%(1/y 1.5 10*
Americium Dirac - z = 1880m | 1.151077(1/y) | 6.8 10°
Americium Dirac - z = 1800m | 6.8 107%(1/y) | 1.4 108

Table 5.15: Performance measures: maximum fluxes for Dirac for the different tracers
considered. 3 control planes. 12 fractures.

We notice that for the x = 1920m peaks amplitude are about twice up to three times
greater than for the 1200 fractures network. Whereas, arrival times are twice up to three
times smaller, which somehow logical: less matrix diffusion occurs if the flow is faster
in the fractures. The agreement is poor between both models. Nevertheless, for the xz =
1880m and x = 1800m planes, results between the two models are in good agreement.
For the z = 1800m case, differences are around 10% for peak arrival time and less than
10% for peak level.

This indicates that our simplified model doesn’t capture well enough the complex
structure of the network close to the storage (23D). Indeed, observing the results very
close to the storage leads to smaller time scales (the transfer time involved is up to a
hundred times less than at the exit z = 1800m). Advection is then dominant over matrix
diffusion, and a refined representation of the fracture network is required. On the other
hand, for longer distances corresponding to block size, simulations show that the main
features of the simplified model are sufficient to characterize the transport.

The following section confirms these results.
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Time recoveries

The 5, 50 and 95 % time recoveries for the flux are summed up in Tab. 5.16.

Source Tsy(h) Tson(h) Tos%(h)
lodine Dirac - 1920 m ok 19.2 4.410°
lodine Dirac - 1880 m 17 199 3010°
lodine Dirac - 1800 m 31 300 42103

Calcium Dirac - 1920 m ok 240 6.4 104

Calcium Dirac - 1880 m 190 2900 4.510°
Calcium Dirac - 1800 m 360 4400 6.4 10°
Cesium Dirac - 1920 m 1600 1.310° 3.9107
Cesium Dirac - 1880 m 8.810* 1610 >1.6108
Cesium Dirac - 1800 m 1.610° 2410 > 1.6108
Radium Dirac - 1920 m 900. 5.210* 1.5107
Radium Dirac- 1880m | 40.10® 6.210° 1.0108
Radium Dirac- 1800m | 76.10® 9.610°> 1.4108
Technetium Dirac- 1920 m | 4.8 10° 3.210° 9.6 107
Technetium Dirac- 1880 m | 2.510° 4.010% > 4.8 108
Technetium Dirac - 1800 m | 4.6 10° 6.2106 > 4.8 108
Americium Dirac-1920m | 1410® 9.810° 2.8 10%
Americium Dirac-1880m | 7.210° 1.2107 > 4.810°%
Americium Dirac-1800m | 1.310¢ 1.7107 > 4.810°%

Table 5.16: Breakthrough time history at z = 1920 m, x = 1880 mand z = 1800 m. 12
fractures simplified PA model. Dirac pulse.

Results provide similar trends as for the previous section. Results are in good agree-
ment (within 10 %) between the two models at long enough distance from the storage
(23D). Closer to the storage (x=1920 m), and especially at short times (for example 5 %
recoveries), the results are not in good agreement. We then obtain recovery times up to
5 times faster for the simplified 12 fractures network. Contribution of some minor local
conductors should then be included in the model.

Conclusions

Overall results show that for breakthrough curves at the limits of the domain, the simpli-
fied 12 fracture system is sufficient to provide all first order features. The precision for
all performance measures is indeed met by 10%. This result might appear at first surpris-
ing. One should nevertheless stress that several factors tend to allow for an acceptable
simplified system:

e The connectivity among the fracture network remains limited. From the overall
fracture network a limited number is hydrologically connected.
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e The boundary conditions tend to connect input and output side of the block while no
flow conditions on the sides does not allow for important fractures crossing them
to provide with flow from the sides. A limited number of flow paths are as such
selected and there is only limited mixing with flow from side fractures.

e Matrix diffusion is here a dominant effect as compared with advection for quicker
flow regimes. The high quality of the simulation based on the simplified geome-
try could partly result from the fact that the transport operates for slow velocities.
More in depth studies of travel paths would nevertheless be required to verify this
assessment.

Nevertheless lower quality of the fits for the breakthrough curve close to the source (x =
1920m) shows that the equivalence on lower averaging volumes is not quite achieved.

It should be nevertheless stressed that the 12 fracture system was obtained based on
observation of main conductors and travel paths from larger systems. The simplification
provided actually relies upon intrinsic properties of the block (and associated boundary
conditions). Further reduction of the system with the aim of only accounting for the ref-
erence system breakthrough curves could be attempted. This kind of black box approach
(though possibly on a physical base like N fractures in series involving M fractures in
parallel) was not considered here. This could provide with a less computer intensive
model providing good precision results. But this would be achieved at the expense of the
generality of the cases considered and of the understanding of the transport mechanisms.

5.2.4 Sensitivity analysis - boundary conditions

Former results show that a surprisingly limited amount of fractures (12) from the roughly
6000 initial block are sufficient to represent the main features of the transfer in the block.
This is potentially related with the geometrical features of the fractured network. In par-
ticular, connectivity does not significantly increase with introduction of additional smaller
fractures.

Another source of explanation for this situation can be researched as well in the bound-
ary conditions imposed to the block. Indeed the boundary conditions of no flow on all
sides except the input and output sides of the cubic block potentially lead to the selection
of a small amount of travel paths, here mainly one single major travel path. Allowing
water to flow from the sides of the domain could potentially influence the transfers in the
block at least by allowing freshwater to mix at the intersection of side fractures with the
main travel path. In consequence we study in the following the transfer in the block for
different boundary conditions. In particular, in section 5.2.4, we consider similar flow
conditions as in the deliveries but resulting from linear heads at the limits of the domain.
We further take some time to study the transfer in the block for a series of other uniform
flow conditions along other sides of the block (two orthogonal horizontal directions, ver-
tical direction, in one direction and its opposite, for no flow boundaries on the sides of the
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cube). These studies are intended to understand former results and gain understanding in
the properties of the block.

Another source of explanation for the limitation of the main transfer to a single dom-
inant transport path is related with the limited size of the source. A larger source term
would put mass on a larger variety of flow lines and possibly increase the dispersion in
the fracture network. In addition, this situation is expected for a real storage facility where
the volume of the storage is large leading to an extended source term as compared with
local fracturation scale. Studying the transfer properties of the present block for extended
initial source would be straightforward with the present model. Nevertheless this was not
done due to time constraints but is contemplated for the future.

In the following we study the properties of the block by varying the boundary con-
ditions of the block while maintaining the same level of head gradient (vary the type of
boundary condition on the sides of the cube, vary head gradient orientation and direc-
tions). These studies are intended to be a first step in the study of the transport properties
of the block and require further efforts to be finalized. This could not be done due to time
constraints.

Other boundary conditions, for similar flow conditions

We modified the flow boundary conditions considering the 1200 fracture system imple-
mented previously. We apply constant head gradient (the head is still varying from 0 to
1) along the x axis on the boundaries of the domain. The only change compared to the
original problem is that we are not blocking the flow anymore on the sides of the block
which are perpendicular to the z axis. Indeed instead of considering no flow side con-
ditions we allow flow to come in and out on the sides of the system. Head vary linearly
on the boundaries of the cubic domain. Mean head gradient is the same as in the case
considered in the deliveries.

Breakthrough curves associated with the former no flow conditions and the present
are provided on figure 5.12.

Time recoveries

The 5, 50 and 95 % time recoveries for the flux are summed up in Tab. 5.17, for the
1200 fractures mesh.

Maximum fluxes
The maximum peak values for the flux are summed up in Tab. 5.18.
Results

Results show that peak arrival times are twice larger than for the nominal case and
maximal flux twice smaller (see Table 5.10). Breakthrough curves are skipped to the
larger times with larger impact than a factor of 2 on the time of arrival of 95% of mass
injected.
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Figure 5.12:
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(b) Side boundary conditions allowing fow transfers
Breakthrough curves at the exit of the block for the same head gradient but

different side conditions (no flow or allowing side flow). We consider the
1200 fractures model and a Dirac input
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Source Ts59%(y) | Tsow(y) | Tosn(y)
lodine Dirac 36 470 68000

Calcium Dirac 430 6900 1.0 108

CesumDirac | 2.210° | 4.010% | 4.8 108

Radium Dirac | 96000. | 1.510% | 2.210®
Technetium Dirac | 6.1 10% | 9.710% | > 1.4 10°
Americium Dirac | 1.710% | 2.9107 | > 1.4 10°

Table 5.17: Other boundary conditions :breakthrough time history

Source Maximal flux (1/y) Time (y)
lodine Dirac 2.01073(1/y) 63
Calcium Dirac 1.51074(1/y 670

(1/y)
Cesium Dirac 2.6 1077(1/y) 3.010°
Radium Dirac 6810 7(1/y)  1.410°
(1/y)
(1/y)

Technetium Dirac | 1.0 1077(1/y 8.6 10°
Americium Dirac | 3.6 1078(1/y 2.3 10°

Table 5.18: New boundary conditions: maximum fluxes and peak arrival times for Dirac
input.

So these modified boundary conditions lead to some change in the transfer properties
although remaining of the same order. Detailed understanding of the travel paths and
mixing at intersections with fracture intersecting the boundaries would be necessary. This
was not done here. A possible explanation for the discrepancies could be that inflow of
water from the sides of the block leads to relative dilution of the transported plume as
well as some changes in the distribution of the water fluxes in the network.

Considering the limited sensitivity to the boundary conditions, one may prefer the first
hypothesis brought up previously: transfer is mainly limited to one major transport path
due to the actual structure of the fracture network (its connectivity in particular).

We further study below the properties of the block for different uniform flows corre-
sponding to the same head gradient and no flow on the sides of the domain but for flow
along the Y and Z orientations and both directions.

Different flow directions

In the following our purpose is to improve the understanding of the flow in the fractured
network considering different uniform flow conditions (no flow on the sides of the do-
main) with the same head gradient intensity but in various directions. The geometry we
work with is our 1200 fracture system.

The block is first characterized in terms of flow properties. We test the block with
uniform gradients along two opposite sides of the block and no flow boundary conditions
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on the sides. This is done along the 3 main axes orthogonal to the sides (X, Y, Z vertical
axis).

The values measured for the permeability of the total block result from the total flux
transiting in the system and the head gradient. The values are represented in Table 5.19.

Along X | AlongY  AlongZ

Total flux (m 3/y) 5.97 3.68 28.1
Along X | AlongY  Along Z
Total permeability (m/s) 9.4610~1° | 58 10710 4.4510~°

Table 5.19: Diagonal terms of the permeability tensor

Two series of figures provide the breakthrough curves for the different tests considered
(uniform flow and no flow on the sides). We considered flow in both directions from the
same release position as in the deliveries. We draw here again the breakthrough curves
provided in the performance measures for sake of illustration. These systems include the
1200 fracture network as well as full matrix diffusion in the line of the selected model.

X-axis flow

We just reversed the flow in the transport simulation by changing the Darcy velocity
V into —V. We present the maximum fluxes and fluxes time recoveries for the different
tracers as well as former results involving the direct X flow.

Time recoveries

The 5, 50 and 95 % time recoveries for the flux are summed up in Tab. 5.20, for the
1200 fractures mesh.

Orientation  Ts%(y) | Tso% (y) | Tos%(y)
lodine X 26 260 42000
lodine -X 28 324 54000

Calcium X 310 3840 6.4 10°

Calcium -X 330 4700 > 8.10°

CesumX  1.410° | 2.110% | > 1.6 108

Cesum-X  1.610° | 2.710% | > 1.6 108

RadiumX  64000. | 8.610° | 1.4108

Radium-X  72000. | 1.010% | > 1.6 108
Technetium X 4.010° | 5.510% | > 4.8 10®
Technetium-X 4.310° | 6.7 105 | > 4.8 108
AmericiumX 1.110% | 1.4107 | > 4.8 108
Americium-X 1.310%| 1.9107 | > 4.8108

Table 5.20: X-axis flow (direct and reverse): breakthrough time history
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Figure 5.13: Breakthrough curves at the exit of the block for 3 different uniform flow
directions (along X, Y and Z), 1200 fractures model, Dirac input
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Figure 5.14: Breakthrough curves at the exit of the block for 3 different uniform flow
directions (along -X, -Y and -Z), 1200 fractures model, Dirac input
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Figure 5.15: Cumulated flux at the exit of the block for 3 different uniform flow directions
(along X, Y and Z), 1200 fractures model, Dirac input
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Figure 5.16: Cumulated flux at the exit of the block for 3 different uniform flow directions
(along -X, -Y and -Z), 1200 fractures model, Dirac input
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Maximum fluxes

The maximum peak values for the flux are summed up in Tab. 5.21.

Direction Maximal flux (1/y) | Time (y)

lodine X 4.1073(1/y) 35
lodine -X 3.81073(1/y) 35
Calcium X 3.210*(1/y) 360
Calcium -X 2.8107%(1/y) 387
Cesium X 5.6 1077(1/y) 1.510°
Cesium -X 5.11077(1/y) 1.710°
Radium X 1.510°5(1/y) 76000
Radium -X 1.3107%(1/y) | 0.7710°

Technetium X  2.310°7(1/y) 4.4 10°
Technetium-X  2.0310°7(1/y) | 4.6 10°
Americium X 8.1107%(1/y) 1.2 108
Americium-X  7.01078(1/y) 1.3 108

Table 5.21: Performance measures (direct and reverse): maximum fluxes for Dirac input.

Y-axis flow

We apply the head gradient along the Y-axis instead of the X-axis. Both directions are
considered. Flow and transport for the same source location is simulated. We present the
maximum fluxes and fluxes time recoveries for the different tracers.

Time recoveries

The 5, 50 and 95 % time recoveries for the flux are summed up in Tab. 5.22, for the
1200 fractures mesh.

Source Ts%(y) | Tson(y) | Tos%(y)
lodine Y 78 1400 | > 80000
lodine-Y 110 2400 | > 80000

CaciumyY 1050 | 21000 | > 1.610°
Calcium-Y 1500 | 35000 | > 1.610°
CesumY  5.510° | 1.2107 | > 1.6 10®
Cesum-Y  8210° | 2.107 | > 1.6108
RadiumY  2.310° | 4.6 10 | > 1.6 108
Radium-Y  2.110° | 7.210% | > 1.6 10%
TechnetiumY 1.410° | 2.8 107 | > 4.8 108
Technetium-Y 2.010° | 5.0107 | > 4.8 108
AmericiumyY  4.210° | 8.9107 | > 4.8 108
Americium-Y 5.710% | 1.4107 | > 4.8 108

Table 5.22: Y-axis flow (direct and reverse): breakthrough time history
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Maximum fluxes

The maximum peak values for the flux are summed up in Tab. 5.23.

Source Maximal flux (1/y) | Time (y)
lodine Y 9.710%(1/y) 78
lodine-Y 6.7 107%(1/y) 110

Calcium Y 6.8105(1/y) 970
Calcium -Y 4.71075(1/y) 1350
CesumY 1.21077(1/y) 2.210°
Cesium-Y 8.4107%(1/y) 8.10°
Radium Y 3.11077(1/y) | 0.7710°
Radium -Y 2.11077(1/y) 3.210°
TechnetiumY 4.8 1078(1/y) 1.3 106
Technetium-Y  3.3107%(1/y) 1.9 108
Americium Y 1.6 1078(1/y) 3.8 10°
Americium-Y  1.11078(1/y) 5.7 108

Table 5.23: Performance measures (direct and reverse): maximum fluxes for Dirac input.

Z-axis flow

We apply the head gradient along the Z-axis. Both directions are considered. We
present the maximum fluxes and fluxes time recoveries for the different tracers. We aim
here at studying block transfer properties, vertical flow has at sp no reality.

Time recoveries

The 5, 50 and 95 % time recoveries for the flux are summed up in Tab. 5.24, for the
1200 fractures mesh.

Source T5%(y) Tson(y) Tos%(y)
lodine Z 4.8 52 7200
lodine-Z 29 290 42000

CaciumZz 64 740 1.0 10°

Calcium -Z 330 4100 6 105

CesumZ  2.810* 4.210° 6.107
Cesum-Z 1.410° 2210 > 1.610%
RadiumzZ  1.210* 1.610° 2.4107
Radium-Z 6.810* 9.110° 1.4108%
TechnetiumZ 8.410* 1.010® 1.5108
Technetium-Z 4.010° 5.710% > 4.8108
AmericiumZ  2.410° 3.010% 4.510%
Americium-Z 1.210% 1.7107 >4.8108

Table 5.24: Z-axis flow (direct and reverse): breakthrough time history
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Maximum fluxes

The maximum peak values for the flux are summed up in Tab. 5.25.

Source Maximal flux (1/y) | Time (y)

lodine Z 1.71072(1/y) 12
lodine-Z 4.11073(1/y) 37
Calcium Z 1.41073(1/y) 95
Calcium -Z 3.107%(1/y) 370

3.710*
1.6 10°

Cesium Z 2.8107%(1/y)

Cesium -Z 5.51077(1/y)

Radium Z 6.910-6(1/y) | 1.810%

Radium -Z 1.4107%(1/y) 7.8 10*
Technetium Z 1.1107%(1/y) 1.110°
Technetium-Z ~ 2.21077(1/y) 4.710°
Americium Z 3.81077(1/y) 2.910°
Americium-Z  7.510°8(1/y) 1.2 108

Table 5.25: Performance measures (direct and reverse): maximum fluxes for Dirac input.

Results

Results show that the studied block presents properties depending on the direction
of the uniform flow considered. Indeed, flow properties depend on the connectivity of
the input and the output face. Transport in this system from the source located roughly
in the middle of the cube leads to exploration of the plume of different portions of the
block, ie the fracturation ramification located downstream. Results show that uniform
flow within the horizontal plane lead to variable properties though of the same order of
magnitude. Transfers in the vertical direction are easier and lead to rapid transfers. This
is certainly due to the geometrical structure of the system with major extended subvertical
fractures. Transfers in the horizontal direction differ nevertheless when it comes to the
transport times. Transport along X direction is in this block roughly twice slower than
along Y direction. The reasons for such results should be researched in the local structure
of the fracture network along these directions. Direct and reverted flow were considered
here since for both cases, flow properties in absolute values are identical, the direction
of flow selecting the opposite part of the block for transport. So, in case one major flow
line exists, transport in the opposite direction should remain on the same flow path, just
would differ in exploring the local transport properties. For the X direction, breakthrough
curves are almost identical. Reasons for such a result were not further researched. For
the Y directions, results are similar though differing. Results show that there exist indeed
a variability of transport properties within the block that explains the discrepancies in
transport properties in all the considered directions. By the way, the direction selected in
the deliveries leads to the shortest transit times within the horizontal direction.

Closer study of the structure of the flow and spatial repartition of the transport features
would be required to understand at depth such results. It should be done in the line
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followed previously for the actual conditions required in the deliveries. This was not
done here due to a lack of time.

5.3 Discussion and conclusions

5.3.1 Discussion of results

We have studied a 200x200x200 meter cubic bloc of granite containing initially roughly
5600 fractures of more than 2 meters of extension. Sensitivity tests have been carried out:

e Sensitivity to the amount of fractures involved.
e Sensitivity to dispersivity.
e Sensitivity to representation of fracture complexity.

e Sensitivity to representation of matrix diffusion and impact of various sub units.

A reference model including 1200 fractures was selected to provide performance assess-
ment measurements. All features like complexity and matrix diffusion could be correctly
included in the model.

We also have built up and assessed a simplified PA model, involving 12 major fractures
for flow and transport. This model proves comparable to the 1200 fracture system in terms
of performance measures (within 10%). Reasons mainly rely in the low connectivity of
the fracture network as developed below.

Results show that the different components of the system can be organized in first
order and second order phenomena. The major features of the system correspond to the
following items:

e From the 5600 fractures, only a surprisingly small amount actually contributes dom-
inantly to water and tracer transfers. These principal fractures include main conduc-
tors as well as smaller fractures along the main travel paths. Although performance
measures are based on a 1200 fracture system, we show that a well chosen 12 frac-
ture system provides good performance measures as well.

e Matrix diffusion plays a dominant role in the transport as a retardation effect. The
overall retardation measured in terms of peak arrival time ranges from roughly 10
(lodine) to 4.10° (Americium) and reduction of peak level from factor of 60 (lo-
dine) to a factor of 3. 10% (Americium). The impact of deeper matrix zones (altered
and non altered rock) is dominant in the retardation of the breakthrough curves as
measured on peak arrival times and levels as well as in terms of large tailing effects.
For instance, due to these deeper zones, arrival time of 95% of the mass is delayed
by factors ranging from 4. 103 (lodine) to 4. 107 (Americium).
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e The issue of complexity of fractured zones was studied. Simulations based on pure
Type 1 versus pure Type 2 lead to significant differences showing that identification
of these patterns are important. These effects are nevertheless less important than
former points. In addition, for even slower flow conditions, penetration depth for
matrix diffusion increases so that the impact of local matrix heterogeneity patterns
(close to the flow path, for instance with mylonite) becomes minor.

Second order effects enclose:

e Dispersion effects in the fractures (modeling heterogeneity of flow patterns) as com-
pared with dispersion related with the different paths along the fracture network.

e Some models for matrix diffusion proved to lead to similar results. This was the
case for pure Type 1 versus dominant type because main conductors are dominantly
of Type 1. It is similarly hard to discriminate between the composite approach for
more in depth matrix zones (altered 20 cm + infinite non altered) and (infinite non
altered) because the penetration depth is of the order of several meters making the
20 cm contribution of an altered zone in its properties of secondary importance as
compared with non altered properties.

e The impact of back ground fracturing proved second order effect. Based on our
studies the presence of these smaller features does not significantly modify the
breakthrough curves corresponding to mass flux exiting the system.

There is nevertheless room for further studies. In particular, some efforts were put
in trying to understand the reasons for obtaining good restitution of breakthrough curves
based on a single transport path for a very reduced amount of fractures (12 units). Sen-
sitivity of the properties of the block to different boundary conditions as well as analysis
of the connectivity of the complex block leads to preliminary results showing that the
geometrical features play a dominant role in this regard. For the present block, additional
minor fracture does not lead to increased connectivity of the fracture network. No flow
boundary conditions amplify this fact but are not the main contributor to this result.

5.3.2 Main conclusions

The most important conclusion is that modeling transfers in such a fractured block at PA
time scale requires a sound understanding and modeling of some major fractures responsi-
ble for the dominant part of flow and transport properties. In addition to modeling of flow
and transport in this system, matrix diffusion effects (as well as sorption effects) should
be included with great care due to their major role in retarding the transfer of tracers.

As a consequence, more efforts could be put in characterizing the complexity of these
main fractures (heterogeneous conductors) and modeling them taking the associated un-
certainties into account. The actual influence of minor fractures on transfers appeared low
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due to the connectivity structure of the system considered but could prove important for
other test cases and require further studies. Based on studies conducted elsewhere (par-
tially reported in chapter 7) relying on more connected fracture networks, the impact of
back ground fracturing leads to increased access to matrix blocks enhancing retardation
of the plume. The retardation can nevertheless show as global retardation of the plume
without major tailing effect since the size of small scale blocks is small leading to shorter
diffusive transit times in such smaller units. On the contrary systems at the percolation
threshold would emphasize the results obtained in the present study since a very limited
amount of travel path for water exist throughout the system. A source term well located
aside from such travel paths would not lead to quick transfer times (in contrast with the
short water travel time by roughly 3 years for the source location selected in the present
study) since access to the water travel paths would require diffusion processes in the bulk
of the rock. The implications of the particularity of the Task6C studied block are devel-
oped at larger extent in the next session.

The requirements in terms of information on the block properties for a sound PA
modeling of transfers showed that information contained in tracer tests (conducted at
maximum monthly to yearly scale) is poorly constraining. Along the lines of former
conclusions bounded with the Task6C block, one should put a priority on a better char-
acterization of the complexity of main conductors. These are here mainly responsible for
the transfer properties of the 12 fracture travel path. In addition to these properties, local
fracturing around the source term has as well a major impact on the results and should be
documented. Associated best representation and modeling approaches should be listed.
However, if the next block to be studied involves more connected fracturation, a good
characterization of block sizes and their impact on the transfer would be required. In all
cases a sound understanding of the flow properties of the system is required relying on
a good knowledge and representation of the connectivity of the system. This is a crucial
step but of course hard to obtained from mapping of fractures, geophysical studies and
connectivity studies based on series of pumping tests.

This result (simplification to 12 major units) is rather surprising but can be explained
based on considerations involving mainly connectivity of the fractures and position or
extension of the initial conditions (the type of boundary conditions considered proved
of minor importance). Another surprising result is that transit times in the block are of
roughly 3 years, which is a rather short time as compared with what would be possibly
expected from an actual storage situation. The question arising is how representative
is the case studied as compared the objective of characterization of properties for the
near field for a block where a storage is installed. This encloses representativity of the
structural model as well. Another way of questioning the line of attack for the present
task involves the following points: (i) are the results sensitive to the location of the source
or the extension of the source, (ii) how much do the results dependent on the geometrical
patterns of the system.
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5.3.3 Lessons learned and implications for Task6 objectives

The fractured block studied is a complex system involving several spatial scale as well as
temporal scales. Modeling such a system with sufficient precision and obtaining reliable
results is in itself a challenging task. An even more challenging task goes further than
representation and modeling issues and acquisition of breakthrough curves. It consists
in understanding the results obtained from the code and the implication of the possible
hypothesis. The main part of our efforts was indeed put in assessing the impact of various
parts of the system to block transfer properties. In particular, understanding the two main
results in terms of radical simplification of the total fracture network and assessing the
impact of various matrix zones required longer studies than simply running the model on
the cases required in the deliveries. The lesson learned is that such an effort is valuable in
terms of results but is time consuming.

Another point is that working on the 5600 fracture system resulting from Task 6C was
here a good incentive to obtain some general results on a realistic system. Nevertheless,
some of the conclusions remain bounded to the system studied and would not apply to
other systems. For instance, the possibility of an extreme simplification of the system to
12 major features is apparently linked to the structure of connectivity of this particular
fracture network.

This leads to implications for general objectives of assessing transfers at PA time scale
in a realistic 200 m block. The present situation within the task is favorable to consider the
implications of various competing modeling approaches and their consequences in terms
of mass flux exiting the system. More general considerations on the properties of some
generic fracture block would require studying other geometries as the present realization
(which is only representative for itself). This would not be particularly difficult due to
the modeling capacities developed at the present stage. A refined understanding of the
role of smaller scale heterogeneity could be included along the line of complexity of main
conductors or back ground fracturing depending on the connectivity of these units.

Another point corresponds to the pertinence or representativity of the present test case
as compared with the situation expected in the 200 m vicinity of a repository installed in
a fractured block. In addition to former remarks about the particularity of the geometry
considered and the need for other cases, a refined study of the boundary conditions to
be imposed is necessary in our view in the line started in the present study. One may
refer to the very short travel time of water in the simulated situation (roughly 3 years) and
enhanced travel times when considering for instance horizontal flow but along perpendic-
ular direction (labeled Y direction in our study). But another major difference is certainly
to be found in the size of the initial source. Indeed due to the volume of the storage,
considering a spatial punctual source is certainly a strong hypothesis leading to possible
selection of some main transport paths whereas a larger source would definitely integrate
many more transport paths to the outlet of the block. The resulting transfer properties of
the block would possibly lead to a more continuum representation of the system whereas
the present one boils down to a major transport path.
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Chapter 6

Task 6F

We present the results along the following sections. Section 6.1 provides the information
from the specifications [Elert et Selroos 04b ] including calculation cases, modeling strat-
egy, and performance measurements. Section 6.2 provides the modeling strategy. Section
6.3 provides the results. Section 6.4 provides analysis of the results along the lines of
understanding the role played by various matrix sub units, study of the impact of matrix
diffusion of Type 1 versus Type 2, quantification of the delay introduced by the various
cases, building of an equivalent representation of the system for different regimes.

6.1 Introduction

Simulations are conducted according to the specifications of the task
[Elert et Selroos 04b].

Two fractures are extracted from the semi synthetic Task 6D block : Feature 1S with
pure Type 1 matrix properties and Feature 4S with pure Type 2 matrix properties. Six
cases are defined corresponding to 3 flow regimes (over 2 orders of magnitude changes
in head gradient in the fracture). Travel times range from 0.1 year to 10 years (see a
overview of the flow regimes considered on table 6.1). Uniform flow is considered in the
fracture planes. The source termisa 3 m line in a 112 m long unit. The collection line is
located 20 m down the flow. One may report to Figure 6.1. Three tracers are considered
ranging from non sorbing to intermediate sorbing : 1-129, Cs-137, Am-241.

Breakthrough time histories at the collection lines are simulated as well as other per-
formance measures presented below.

6.2 Modeling strategy

We explicit our modeling strategy for the fracture flow and for matrix properties.
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Travel time (yr) Feature 1S, Typel Feature4S, Type?2
0.1 Al A2
1 B1 B2
10. C1 c2

Table 6.1: Simulation cases considered

6.2.1 Fracture properties

Constant flow properties are considered in the fracture (see Figure 6.1). Due to lack
of information about the heterogeneity of the fracture, no variation in Transmissivity is
introduced within the fracture nor any variation in fracture flow or transport aperture.
This is consistent with our approach in Task 6A, 6B, 6D and with the specifications
[Elert et Selroos 04b].

As a consequence, for the boundary conditions considered, the flow in the fracture
is uniform from upstream limit to downstream border. Transport in the fractures occurs
by advection and dispersion. Sorption onto fracture walls’ is included. In reality it
corresponds to diffusion into the thin fracture coating zone and is equivalently represented
by a fracture retardation coefficient term (see [Dershowitz et al. 03], Equation 2.2 Page
40).

Fracture properties are recalled in Table 6.2.

Injection
section

T

boundlary Head G

Recovery
section

Figure 6.1: System geometry, boundary conditions, collection line
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Structure Name  Geological type Transmissivity (m?2/s) | Aperture (m)
1S 1 3.1410°7 258104
4S 2 1901077 202104

Table 6.2: Properties of the selected features 1S and 4S (according to data deliveries)

6.2.2 Matrix properties

Two matrix types are involved (see Task6C report, [Dershowitz et al. 03]). These involve
for Type 1 (fault), gouge, fracture coating, cataclasite, altered zones, non altered zones;
for Type 2 (non fault feature), fracture coating, altered and non altered zones.

Lacking more precise information about repartition of these subunits, we model the Type
1 and 2 units deterministically and as provided in the deliveries [Elert et Selroos 04b ]
(see Figure 6.2-a and 6.2-b). This approach is coherent with our Models 1 and 2 from
Task 6AB [Grenier 03] as well as Task6D approach [Grenier 04 ].

Matrix properties are recalled in Table 6.4. Matrix zones are modeled as no flow
zones, accessed by pure diffusion processes from the fracture. Diffusion in these units is
fully 3D. Sorption in the bulk is modeled.

As a consequence, flow is uniform in the fracture, matrix properties are identically
distributed all over the fracture (only variating orthogonally in the matrix depth). We con-
sider an infinite collection line (capturing the mass across the whole fracture, as required
in [Elert et Selroos 04b]). For such homogeneous properties and collection conditions,
the system is equivalently represented as a 1D fracture with punctual source and output
location 200 m downstream. We consider pure Type 1 or Type 2 matrix properties as
required.

The different cases considered are summed up on Table 6.1.

6.2.3 Numerical simulation

The simulation for flow and transport is conducted within our Cast3M code. The frac-
ture and matrix zones are meshed. Simulation of flow and transport is conducted based
on a mixed and hybrid finite element scheme. Transport calculation is Eulerian. The
discretization of the different zones is conducted taking appropriate Courant as well as
Fourier coefficients into account. This means that efforts are put into providing the best
discretization strategy for each simulation. The penetration depth for the last zone consid-
ered in the depth of the matrix (non altered zone) is chosen so that this boundary condi-
tion (no flux) is far enough from the plume in order to minimize its influence. Practically
speaking this is hard to maintain for all positions along the flow path. We made compro-
mises between simulation costs and precision of the results. We nevertheless chose matrix
depths sufficient to have very minor effects on the tailing of the breakthrough curves, at
least up to the performance measure T95 (time of arrival of 95% of the injected mass).
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Initial conditions are Dirac mass in the fracture element closer to 20 m distance to the
downstream limit of the domain. The simulation domain extends 20% more than the 20
m required in order to prevent from the influence of upstream boundary conditions (zero
concentration imposed). The rest of the domain is imposed zero diffusive flux. This
condition is transparent at the output for breakthrough curves.

We measure breakthrough curves in terms of concentration at the outlet, output mass
flux, evolution of masses in the various units of the system, concentration profiles across
the system, concentration fields in the whole system at different simulation times.

Depths considered for simulation for non altered rock are provided below on table
6.3. Actual penetration depths are hard to determine because of the smooth shape of
diffusion curves. One can probably consider that the half value as representative of the
phenomenon. Anyway, results show that the penetration depth increases with slower
flow regimes (large contact time) and decreases with increasingly sorbing tracers (lower
apparent diffusion coefficient). Maximum penetration depth is lower than 10 meters.
Actual penetration depth for sorbing tracers is more of the oder of 1 m. Diffusion into
matrix zones as a conclusion involves metric zones of the rock around this kind of more
transmissive unit. As a whole, at the scale of 200 m and for sorbing cases considered for
most radio nuclides, transfers would remain dominantly local around such fractures if no
additional back ground fracturing was to be considered.

Penetration depths (m) A1 | B1 [C1| A2 B2 | C2|

lodine 05] 2515103 1 |75
Cesium 001|075| 3. |0.02 0.75| 5.
Americium 001, 05| 2 /001 05 3

Table 6.3: Penetration depths

The system modeled is illustrated for Feature 1S (refer to figure 6.2). It is represented
as a fracture volume surrounded all along by matrix zones (Gouge, Cataclasite, altered
and non altered zones) (Fig. figure 6.2(a)). Fracture coating zone is not meshed but its
presence is included by means of an equivalent retardation coefficient. An example of
the mesh is reproduced on Figure 6.3(a) (vertical dimension amplified) showing that all
previous units are discretized. An example of concentration field is provided on figure
6.3(b). The fracture is roughly vertically in the middle of the modeled zone. The initial
source is located 20 m from the outlet (left of the domain). The domain is 20% larger
upstream to impose zero concentration at a sufficient distance. Output fluxes are collected
at the outlet (no diffusive flux boundary condition as for all other sides of the domain).
Flow velocity is uniform in the fracture and negligible in the matrix zones. An example of
the evolution of the concentration profile across the system is provided on figure 6.3(c):
concentration moves from fracture to surrounding matrix zones penetrating deeper and
smoothing down when time goes on. The depth chosen in the simulations is sufficiently
large to have negligible effect on the calculation.

Feature 4S is treated similarly. Only half of the system needs to be represented due
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to symmetrical properties of Type 2 matrix zones. One should indeed recall that fracture
coating is not meshed but represented equivalently in the fracture equation as a retardation

factor.
Task6F Fracture Gouge | Cataclasite | Altered Rock Non Alt. R.
Extent 2.58107*m(1S) 5mm 2cm 20cm
Extent 2.02107*m(4S) 5mm 2cm 20cm
Porosity 1 20% 1% 0.6% 0.3%
Pore diffusion coef. (m?/s) 1079 6.10710 1010 7.810711 5.3107 1
Effective diffusion coef. (m?/s) 10°° 10-10 10712 5.10 713 1.510° 13
lodine K, (m), K4(m3/kg) Fr. Coat. 0. 0. 0. 0.
lodine R, or R, 1.10(19) 1. 1. 1. 1.
lodine R, or Ry 1.12(49) 1. 1. 1. 1.
Cesium Kq(m), Kq(m®/kg) Fr. Coat. 1.610—-1| 1.510°2 2.0102 1.010°2
Cesium R, or Ry 259.59(19) 1729.0 4010.5 8947.0 8974.0
Cesium R, or Ry 332.92(49) 1729.0 4010.5 8947.0 8974.0
Americium K, (m), K4(m3/kg) Fr. Coat. 0.5 0.5 0.5 0.5
Americium R, or Rg 2486.6(1S) 5401.0 | 1.3410° 2.2410° 4.4910°
Americium R, or R, 3191.4(4S) 5401.0 1.3410° 2.2410° 4.4910°

Table 6.4: Parameter set for different matrix zones from the deliveries. Fracture sorp-

tion properties correspond to the presence of fracture coating (porosity by 5%,
extent by 5mm, K; = 5.21072 for Cesium and K, = 0.5 for Americium).
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Type 1 feature
I—A—"\.

Unaltered  Casaclasite  Open fracture with
granite soqting and Sl gawge

Minar splay

Subparalled fracture with
fractures

mnineral coating (Tyge 2

Airered zone

(a) Type 1 (fault) with fracture coating, gouge, catacla-
Site, altered and non altered rock)

Type 2 feature
—_——

Unaltered Open fraciure with
granite - mineral coating

Subparallel fractune

Alterad rone

(b) Type 2 (non fault) with fracture coating, altered
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Figure 6.3: Feature 1S, Type 1: illustration of the simulation approach. Results corre-
spond to lodine for Case B1
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6.3 Results

Performance measures include :

e Breakthrough curves associated with each simulation case and for all 3 tracers (lo-
dine, Cesium, Americium). These are firstly jointly represented on figures 6.4 and
6.5 with a free scale. The same results are provided in the format required in the
specifications on figures 6.6 to 6.11. The curve associated with each of the tracer,
is identified through its color as follows:

— Red for lodine
- for Cesium

— Blue for Americium
e Peak arrival times and associated fluxes are provided on Table 6.5.

e Arrival times for 5%, 50% and 95% of the injected mass are provided on Table 6.6.

These results are discussed in next section 6.4.

Peak arrival Al Bl C1 A2 B2 Cc2
lodine, Max. Fl., (1y) 1.57 795102 2.801073 4.19 8.841072 | 2.75103
lodine, Ass. Time (y) 0.56 7.17 161.39 0.14 2.70 131.55
Cesium, Max. F., (1/y) 6.79107% | 1.53107% 4.2810~7 1.051073 1.13107° | 3.1310°7
Cesium, Ass. Time(y) | 901.78 | 16975. 8.5910°  169.79  12518. | 1.0910°
Americium, Max. Fl., (1/y) | 3.6110° | 6.4510~7 1.2910~% 4.33107° 4.5310~7 | 8.8610~°
Americium, Ass. Time(y) | 6097.5 | 2.8910° 2.01107  3638.2  3.0610° | 2.81107

Table 6.5: Peak arrival time and associated maximum fluxes (Mass Dirac injection)

Times Al B1 c1 A2 B2 c2
lodine, T5 (y) 0.36 4.82 80.69 9.11E-02  1.97 79.27
lodine, T50 (y) 0.68 1222 27795 0.23 1029 29178
lodine, T95 (y) 7.14 15217  12967. 9.25 20078 14829,
Cesium, T5 (y) 62329  12466. 5.04E+05 114.86 91885 6.26E+05
Cesum, T50 (y) 14455 62329, 184E+06 923.84  79900. 2.52E+06
Cesum, T95 (y)  54770. 1.21E+06 3.86E+07 70933. 1.59E+06 8.99E+07
Americium, T5(y) 35569 1.90E+05 1.25E+07 25851 2.27E+05 1.75E+07
Americium, TS50 (y) ~ 22866. 1.44E+06 6.60E+07 22500. 2.04E+06 9.48E+07
Americium, T95 (y) 1.39E+06 4.18E+07 1.13E+09 1.77E+06 5.25E+07 2.27E+09

Table 6.6: Times associated with arrival of 5%, 50% and 95% of the injected mass
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6.4 Analysisof theresults

Former results showed classical results. First, when flow velocity is lowered, matrix dif-
fusion is the main part of the system controlling the transfer time scales. This is visible in
terms of peak arrival time as well as for the global shape of the curves. In particular, To5%
increases rapidly. Another expected results is that Type 1 matrix zones have a stronger
retention impact as Type 2 matrix zones. This is indeed due to the presence of additional
matrix zones like Gouge and Cataclasite that are associated with large porosities and dif-
fusion coefficients. Another trend which is not to be surprising is that when moving to
more strongly sorbing tracers, breakthrough curves are very efficiently delayed.

Nevertheless, some other features observed deserve some comments and explanations
whereas more in depth analysis of the results allow for better understanding of the regimes
of the system. So, we add here a few comments and analysis on the former results. These
are developed along the following lines:

1. In section 6.4.1, we study of the role played by the different matrix zones in the
retention process. We analyze their impact for the different flow regimes considered
as well as the possibility to simplify their geometry for PA purposes in the line of
former studies [Grenier 03].

2. In section 6.4.2, we analyze the influence of considering pure Type 1 or pure Type
2 matrix conditions for Feature 1S. This analysis provides explanations for the per-
formance measurements obtained previously on both systems based on Feature 1S
for pure Type 1 and Feature 4S for pure Type 2. In particular one can observe
that when moving to slow flow cases as well as strong sorbing cases, breakthrough
curves associated with Type 1 case (ie Case C1) and Type 2 case (ie Case C2) seem
to merge. This is studied here with the introduction of a new series of simulations
A3 to C3 considering Feature 1S properties for pure Type 1 matrix.

3. Insection 6.4.3, we confront the results obtained in terms of peak arrival times with
estimations based on analytical expressions derived from simplified systems.

6.4.1 Contributions to the transfer for the various matrix zones
We take here opportunity of the previous simulations to increase the level of understand-
ing of the effects of the heterogeneity of matrix properties on the retention of a plume.

We plot in the following the evolution of masses in the various matrix sub units of the
system. This helps in understanding (i) the role played by the different matrix sub units
to the retention process and (ii) the way the system can be simplified for PA purposes.
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Evolution of masses for cases Al, B1, C1 (pure Type 1, Feature 1S)

We provide below with plots of the evolution of masses in the different sub units of the
matrix for all cases and tracers considered. One should recall that water arrival times for
Cases Al, B1, C1 are respectively 0.1, 1. and 10. years. Mass initially introduced in the
system is 1. (Mass Dirac).

We refer in the following to figures 6.13, 6.14 and 6.15 providing the evolution of
masses in the different matrix sub units for all tracers and cases. On these figures, altered
and non altered zones are presented twice since two distinct zones of each type are present
above and below the fracture. We include a mention of peak arrival times for each case in
the figure caption (one may refer as well to table 6.5). We propose here some comments:

e Considering the curve associated with total matrix mass (green solid line), figures
show that the system is most controlled by the matrix as the flow is slow. This is
due to the fact that diffusion processes have more time to develop. This leads to
large control of the transfer regimes by large diffusive time scales.

e Comparing the difference between peak arrival times (see captions) and advective
travel times (0.1, 1., 10. years respectively for Al, B1, C1): the discrepancy in-
creases when moving to slow flows. This confirms the former remark knowing that
matrix diffusion acts as a retention process. Moreover, considering the shapes of
the curves, matrix diffusion leads to delays in the peak arrival times as well as larger
tailing of the curves, that is classical change in the shape of the curve.

e Figure 6.12 provides the evolution of masses in fracture, cumulated in all matrix

zones and total mass. This result corresponds to Case B1 for lodine. We see here
the classical features associated with matrix diffusion: mass in the fracture is rapidly
transfered (blue curve quickly decreasing) whereas mass in the matrix increases and
later slowly decreases (red line) providing long tailing in the breakthrough curves at
the outlet. After less than 10 years, mass present in the system is almost exclusively
to be found in the matrix (compare green line representing total mass and the red
line). The shape of the curves is typical and is to be found in other cases.
Indeed for Cases Al, B1, C1, some sub units provide similar behaviors as the previ-
ous fracture curve whereas others have typical matrix mass evolutions correspond-
ing to intermediate storage. We comment the curves associated more in details in
the following (refer to figures 6.13, 6.14 and 6.15). Evolution of masses is rep-
resented for each sub unit modeled: Gouge, Cataclasite, altered and non altered
units. The latter are described by two curves because we modeled two units of each
according to the representation on Figure 6.2(a).

— For Case Al (Fig. 6.13), mass remains in the vicinity of the fracture. The
amount of mass is negligible in non altered zones, it is mainly located in
Gouge and to lesser extent in Cataclasite and non altered zones. The curve
for Gouge provides patterns typical of fracture behavior as described formerly:
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rapid vanishing without storage. This means that this zones acts as a buffer im-
mediately filled up by the mass present in the fracture. This was observed and
explained previously in [Grenier 03]. We stated as well that this system can
be equivalently represented by including this type of zone (here Gouge only,
that is for Equation 6.1, N = 1 and Gouge properties) as equivalent fracture
property by means of retention coefficient R’ (N number of zones following
this regime, e fracture aperture, ¢; for porosity of zone i, d; for depth of the
zone, R; for associated bulk retention coefficient):

1 =N

i=1

— For Case B1 (Fig. 6.14), similar analysis can be done whereas Gouge as well
as Cataclasite presents the fracture type behavior. Non altered zones play a
minor role for short time behavior but dominant role in tailing effects.

— For Case C1 (Fig. 6.15), similar analysis pertains. Mass is dominantly present
in altered and non altered zones, the latter mainly controlling the transfer for
the larger temporal part of the phenomenon. Nevertheless, here, Gouge, Cata-
clasite as well as altered zones behave as an extended fracture zone. Transitory
storage is limited to non altered zones.

As a conclusion, as the regimes move to slower, transfer is dominated by matrix dif-
fusion leading to strong delays of peak and tailing effect. For the quicker flow regime,
only Gouge follows the fracture regime, for the intermediate, Gouge as well as Cataclasite
do, for the slower altered zone should be added to these. This means that these systems
can be simplified considering an equivalent R’ as developed before. For instance for the
slower regime, the system is equivalently represented by a R’ involving Gouge, Catacla-
site and Altered zone properties and a classical matrix zone corresponding to non altered
properties.

But, although this results are interesting, a more distant though exiting aim to reach
should consist in inferring such regimes from the simple facts of fracture and matrix zone
properties as well as head gradient imposed. Based on analytical expressions and simple
considerations (refer to section 6.4.3 efforts for instance) it would be interesting to come
up with a simplified equivalent system that could be directly used in the larger 200 m
block model. This aim is more ambitious than the perspectives considered in Task6F as a
bench mark test. This is nevertheless interesting in the view of the understanding of the
system and could provide practical applications in Task6E framework. This was not done
here but efforts will have to be put into it in the future.

Evolution of masses for cases A2, B2, C2 (pure Type 2, Feature 4S)

We refer in the following to figures 6.16, 6.17 and 6.18 providing the evolution of masses
in the different matrix sub units for all tracers and cases. On these figures, only altered
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Figure 6.12: Evolution of masses (total mass, mass in fracture and in all matrix zones),
lodine, intermediate regime, Case Bl. tyeqr = 7.17y

and non altered zones are presented since we deal with Type 2 feature (see Fig. 6.2(b)).
As mentioned before, fracture coating is included in the fracture properties by means of
a retention coefficient. We include a mention of peak arrival times for each case in the
figure caption (one may refer as well to table 6.5). We propose here some comments:

e For Case A2 (Fig. 6.16), mass remains in the vicinity of the fracture. The amount
of mass is negligible in non altered zones, it is mainly located in altered rock zone.

e For Case B2 (Fig. 6.17), the importance of non altered zone increases.

e For Case C2 (Fig. 6.18), transfer is mainly controlled by the non altered zone.
Altered rock zone follows a fracture type regime.

As a conclusion, as the regimes move to slower, transfer is dominated by deeper non
altered rock leading to strong delays of peak and tailing effect. For the slower flow regime,
altered zone can be represented by means of the equivalent approach presented before.
Nevertheless, although finding an equivalent system is easy based on such simulation
including the whole heterogeneity of the system, it is not straightforward to infer it simply
from the fracture and matrix zones properties and the head gradient imposed to the system.
We still have work ahead to fulfill this.
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Figure 6.15: Case C1 (Feature 1S, Typel, low regime): Evolution of masses in sub units
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ture)

139



Mass MAXIMUM : 0.5014
MINIMUM : -0.9893E-08
T T T

0.60
0.50
0.40
0.30
0.20
e

0.10

——— Mass Non Alt.
0.00 =

——+—— Mass Alt. rock
0.10

0.00 017 0.34 0.51 0.68 0.85 1.02 119 1.36 153 170
time (y)
(a) Case A2, lodine, tpeqr = 0.14y
Mass MAXIMUM : 0.9063
MINIMUM : -0.6228E-15

1.00 - . -

0.20

—>—— Mass Non Alt.
0.00

——+—— Mass Alt. rock
0.20

. . . . . . . . .
000 025 050 075 100 125 150 175 200 225 250
XLE3 time (y)

(b) Case A2, Cesium, tpeqr = 169.79y

Mass MAXIMUM : 0.9527
MINIMUM : -0.1117E-16
T T T

0.20

—>—— Mass Non Alt.
0.00

——+—— Mass Alt. rock
0.20

. . . . . . . . .
000 048 096 144 192 240 288 336 384 432 480
XLE4 time (y)

(c) Case A2, Americium, tpeqr = 3638.2y
Figure 6.16: CaseAz2 (Feature 4S, Type2, quick regime): Evolution of masses in sub units
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6.4.2 Impact of pure Type 1 versus pure Type 2 for Feature 1S, sim-
ulation cases A3, B3, C3

One general remark for the different simulations conducted (ABC1s versus ABC2s) is that
when the regimes move to slower and in addition sorbing properties raise, breakthrough
curves for Type 1 and for Type 2 cases seem to become identical. This is studied here
considering a new series of cases involving the same feature (Feature 1S) for Type 2
matrix properties. Cases A3, B3, C3 defined as such can be easily confronted to Cases
Al, B1, C1 involving the same Feature 1S but for pure Type 1 properties. We present the
associated results as well as an analysis of the comparison.

So, we create a third series of simulation cases by considering Feature 1S as a pure
Type 2. Depending on the flow regimes these are labeled A3, B3, C3 respectively for
quick, medium and slow flow regimes (0.1y, 1y, 10 y). Results are provided on tables
6.7 and 6.8 and Fig. 6.19.

Results show indeed that when moving to slower regimes and as well for tracer of
increasing sorbing properties, breakthrough curves for pure Type 1 and pure Type 2 come
closer and even tend to provide identical peak arrival times. The shape of the curves re-
main nevertheless different, the curves associated with A3 to C3 having a larger spread a
typical diffusive pattern. The curves associated with Al to C1 are to be understood based
on the equivalence studied formerly: Gouge and Cataclasite contribute as a corrected re-
tention coefficient so that the velocity is lower, dispersion in fracture lower as well and the
correction with matrix diffusion phenomenon is lower. As a consequence, breakthrough
curves are stiffer. Explanations for this coming closer of pure Type 1 and pure Type 2
are the fact that for slower regimes, transfers are dominantly controlled by matrix zones.
In addition, the volume of the matrix rock containing mass (see Table 6.3 for penetration
depths) is dominated by the non altered rock fraction. The tendency is stronger for sorb-
ing tracers due to higher K, in altered and non altered zones as compared with Cataclasite
and Gouge. Retardation coefficients as well as values of different coefficients involved in
the calculation of masses are provided on Tab. 6.9, 6.10 and 6.11. These are discussed in
the next section.

Peak arrival Al Bl C1 A3 B3 C3
lodine, Max. Fl., (1/y) 1.57 7.94E-02 2.80E-03 5.22 0.13 3.80E-03
lodine, Ass. Time (y) 0.56 7.17 161.39 0.13 219 98.72

Cesium, Max. Fl., (1/ly) | 6.78E-04 1.53E-05 4.28E-07 1.68E-03 | 1.84E-05 | 4.39E-07
Cesium, Ass. Time (y) 901.78 16975. 8.59E+05 109.03 7683.7 | 7.68E+05
Americium, Max. Fl., (1/y) | 3.61E-05 6.45E-07 1.29E-08 7.02E-05 | 7.44E-07 | 1.30E-08
Americium, Ass. Time(y) | 60975 2.89E+05 2.01E+07 2237.9 | 1.86E+05 | 1.93E+07

Table 6.7: Peak arrival time and associated maximum fluxes (Mass Dirac injection) for
Feature 1S as pure Type 1 or pure Type 2
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Figure 6.19: Feature 1S, as pure Type 1 and Type 2: BTC for lodine, Cesium, Americium,
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Times Al Bl C1 A3 B3 C3

lodine, T5 (y) 0.36 4.81 80.69 8.22E-02 1.48 54.29
lodine, T50 (y) 0.68 12.21 277.95 0.18 7.07 202.38
lodine, T95 (y) 7.14 152.17 12967. 6.41 143.39 11022.

Cesium, T5 (y) 623.29 12466. 5.03E+05  73.982 57109  4.25E+05
Cesium, T50 (y) 1445.5 62329. 1.84E+06 564.60 62300. 1.71E+06
Cesium, T95 (y) 54770. 1.20E+06 3.85E+07 53131. 1.17E+06 7.01E+07

Americium, T5(y) 35569 1.90E+05 1.24E+07 1566.5 1.37E+05 1.11E+07
Americium, T50 (y) 22866. 1.44E+06 6.60E+07 13651. 1.59E+06 6.14E+07
Americium, T95 (y) 1.38E+06 4.17E+07 1.13E+09 1.33E+06 4.20E+07 1.92E+09

Table 6.8: Comparison Feature 1S as pure Type 1 or pure Type 2: times associated with
arrival of 5%, 50% and 95% of the injected mass

6.4.3 Estimation of the delays associated with sorption and matrix
diffusion from analytical expressions

We explore here the same question as in preceding section but in a more quantitative way.
We provide here a way of controlling quantitatively the transfer times associated with the
different phenomenon at stake: advection, sorption, matrix diffusion. We focus exclu-
sively on the peak arrival time for which considerations from simple systems involving
fracture transport as well as matrix diffusion are involved.

The first model to be considered is the one introduced formerly dealing with the delay
in arrival time associated with fracture zones that are immediately filled up and in fact
behave as buffers following the fracture regime. These zones contribute in the way of an
equivalent retardation factor to the transfer (R’ from equation 6.2, ¢ for porosity, R for
retardation coefficient, e for fracture aperture):

1 =N

=1

The second model to be considered here captures the delay in peak arrival time as-
sociated with pure fracture advection and 1D orthogonal diffusion in an infinite matrix.
This is the basic model by [Neretnieks et al. 80]. Calculation of the position of the peak
arrival time for input Dirac leads to a retardation factor which is function of the water
travel time as written below (see R” from equation 6.3, D, for pore diffusion coefficient,

t,, for water travel time):
2¢2D,R
R =14 252 (6.3)
3 e?
The limit of these models for prediction is that the systems considered for the present
task present heterogeneous matrix features (that the second model fails to describe) and
that the first does not include matrix diffusion acting in a classical way (intermediate

storage and delayed release of mass).
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Nevertheless for some cases described formerly, the system can be represented equiva-
lently as a fracture with equivalent properties and a matrix system simplified to the matrix
zone in the vicinity of the equivalent fracture (see former section and [Grenier 03]). In
such a case, one can prove that the final delay in peak arrival time corresponds to the sum
of both delays resulting from the first and second model.

Estimation of the time associated requires the following steps:

e Advective travel time associated with water movement: ¢,, =0.1y, 1y, 10y for the
3 cases considered.

e Sorption onto fracture walls corresponds here to diffusion and sorption into the
bulk of fracture coating. Retardation coefficients R, associated with the presence
of fracture coating are provided on Table 6.9 for the features considered (Feature
1S and 4S). Retardation coefficient in the bulk of other matrix zones are provided
in the same Table 6.9. The associated travel times in the fracture are expressed as :
tir = Raty.

e The same considerations can be extended to other matrix zones in the vicinity of
the fracture if the time required to fill up these zones is small enough as compared
with the total transfer time in the system. Such zones (refer to the previous section
providing the evolution of mass in the sub units) follow the same regimes as the
fracture itself and can be represented equivalently as a retardation coefficient. The
expression for this coefficient is recalled in Equation 6.2.

e Another consequence of the presence of matrix zones, is that the peak arrival time
can be strongly delayed. The shape of the curve is in this case typical of matrix dif-
fusion providing large tailing effects. The delay in the peak arrival time is reduced
for low matrix diffusion effects but can be dominant for large matrix diffusion ef-
fects or low velocity of the flow in the fracture. The expression for the delay in peak
arrival time is provided in Equation 6.3.

e The estimation of the total delay in peak arrival time corresponds to the sum of both
contributions: tyeqr = (R’ + R )t

We confront here these assessments with the results obtained from the simulations.
In these cases the evolution of masses in the matrix subunits directly provides with the
behavior of the various subunits: those behaving as classical matrix diffusion zones and
those following the fracture regime.

A first verification step consists in coming back to the plotted curves of the evolution
of masses in the various sub units for previous section and check the results. For instance,
for the Feature 1S case, for the slow regime (Case Al), Gouge behaves as the fracture
whereas the other units following a typical matrix diffusion behavior. Among those, Cat-
aclasite plays the larger role (Cesium and Americium), closely followed by altered zones
for lodine. As a consequence, R’ should include fracture coating and gouge and we con-
sider here cataclasite as the dominant matrix zone contributing to R"”. The associated
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delay is the addition of both contributions. All the figures associated with the Feature 1S
case are plotted on Table 6.10. Application leads to retardation coefficients by 4.88 for
lodine, 8227 for Cesium and 65634 for Americium. The associated actual factors are 5.6
for lodine as resulting from the simulations (see Fig. 6.13 and Tab. 6.5), 9018 for Cesium
and 60995 for Americium. The estimations are fair. The same was conducted for Cases
B1 (one should count Gouge and Cataclasite to fracture type regime and altered rock as
the major component of to matrix type) and Case C1 (Gouge, Cataclasite, Altered rock as
fracture like and non altered as matrix type). The estimations are all satisfactory roughly
within 10% and never larger than 50% in the worst cases.

Similar results were obtained for cases A2 to C2. The coefficients related are summed
up on Table 6.11. The intermediate regime (Case B2) nevertheless does is not well esti-
mated due to the fact that both altered and non altered rock units are involved as matrix
diffusion zones. A kind of average of the impact of both zones could be considered but
the retardation coefficients R" for each zone differ enough.

Retardation coef. Fract. (1S) Fract. (4S) | Gouge | Cataclasite | Altered Rock  Non altered rock
lodine 1.0969 1.1244 1 1 1 1
Cesium 259.59 33292 | 1729.0| 40105 8947.0 8974.0
Americium 2486.6 31914 | 5401.0| 1.33E+05 | 2.23E+05 4.48E+05

Table 6.9: Retardation coefficients. Coefficients associated with fracture correspond to
the inclusion of fracture coating as R, coefficient

6.5 Conclusions

Results from simulations conducted on Feature 1S and 4S show that matrix diffusion
becomes the most important retention phenomenon as one moves to low flow regimes
more typical of post closure time scales.

For Type 1, the shape of breakthrough curves is impacted by the presence of highly
porous zones in the vicinity of the fracture that act as retention coefficient (more sym-
metrical). For Type 2, the breakthrough curves have large spreads typical of diffusion
processes. This diffusive component increases as water arrival time increases (0.1 y, 1
y and 10 y were considered) and breakthrough curves corresponding to pure Type 1 and
pure Type 2 situations tend to come closer to each other. The same is true when moving to
more sorbing cases. This is due to the large impact of altered and non altered properties
over the properties of the other zones (mostly related with larger depths and K, which
compensate slightly lower diffusion coefficient and porosities).

Equivalent models to represent features associated with Typel and Type 2 heteroge-
neous matrix zones were suggested based on understanding of the evolution of masses in
sub units.
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Fract. coating Gouge Cataclasite altered rock | non altered
lodine, exdy Ry, (M) 2.50E-05 1.00E-03 2.00E-04 1.20E-03 6.00E-04
lodine, 1 + %ekdkRk 1.10 4.88 1.77 10.30 5.65
lodine, R = 1+ 1 S €d; R; 110 4.97 5.75 15.05 19.70
Cesium, exdy Ry, (M) 6.67E-02 1.7290 0.80210 10.736 5.3844
Cesium, 1 + %ekdkRk 259.59 6702.6 3109.9 83229. 41741.
Cesium, R =1+ 1 1=V e;d; R; 259.59 6961.1 10070. 93298. | 1.35E+05
Americium, exdg Ry, (M) 0.64 5.40 26.73 268.38 269.19
Americium, 1 + %ekdkRk 2486.6 20935. 1.04E+05 2.08E+06 | 2.087E+06
Americium, R' =1+ 1 =V eid;R; | 248656 23421, 127E+05 2.21E+06 | 4.29E+06
lodine, A1 quick regime, R" 758.03 0.31 8.86E-02 | 1.50E-02
lodine, B1 median regime, R" 7580.3 3.15 0.88 0.15
lodine, C1 slow regime, R 75803. 31.58 8.86 1.50
Cesium, Al quick regime, R" 1.31E+06  1266.7 793.51 135.20
Cesium, B1 median regime, R" 1.31E+07  12667. 7935.1 1352.0
Cesium, C1 dow regime, R" 1.31E+08 1.26E+05 79351. 13520.
Americium, Al quick regime, R" 4.09E+06  42213. 19836. 6759.3
Americium, B1 median regime, R" 4.09E+07 4.22E+05  1.98E+05 67593.
Americium, C1 slow regime, R" 4.09E+08 4.22E+06 1.98E+06 | 6.75E+05

Table 6.10: Coefficients R” and R’ associated with Feature 1S (pure Type 1). For non
altered rock and R', we considered here an arbitrary depth by 20cm.

We focused in particular our attention on peak arrival times for the various cases.
Coefficients derived from simple analytical expressions to estimate the effects of matrix
diffusion on the retardation of peak arrival time were proposed. The retardation factors
associated (ratio between peak arrival time and water arrival time) are measured from
breakthrough curves and confirmed by our approach by means of former analytical coef-
ficients. They range (in years):

e from 5.6 to 16.1 for lodine, Cases Al to C1 and from 1.4 to 13.1 for lodine, Cases
A2to C2;

e from 9018. to 8.6 10* for Cesium, Cases Al to C1 and from 1698. to 1.1 10° for
Cesium, Cases A2 to C2;

e from 60975. to 2.0 10° for Americium, Cases Al to C1 and from 36382. to 2.8 106
for Americium, Cases A2 to C2.

The purpose of Task 6F as a bench mark task is fulfilled by the results presented here.
Nevertheless, the single fracture systems studied here provide an interesting basis for a
more in depth understanding of the transport regimes of larger features within the 200 m
semi synthetic fractured block as well as the possible ways to simplify the system for post
closure time scales. Further work would be interesting along the line of providing an easy
way of finding the transport regimes as well as the simplified models to be considered for
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Fract. coating | alteredrock  nonaltered
lodine, exdy, Ry, (M) 2.50E-05 1.20E-03 6.00E-04
loding, 1 + %ekdkRk 1.1244 12.940 6.9701
lodine, R’ = 1+ 1 = €d;R; 1.1244 19.035 25.005
Cesium, e dy Ry, (M) 6.67150E-02 10.736 5.3844
Cesium, 1 + Legdy Ry, 332.92 1.06831E+05 53577.
Cesum, R'=1+1 ZZ’{ €id; R; 332.92 1.19755E+05 1.73331E+05
Americium, exdy Ry, (M) 0.64128 268.38 269.19
Americium, 1 + Le,di Ry, 3191.4 2.67046E+06 2.67851E+06
Americium, R' =1 + % E;j €;d;R; 31914 2.83351E+06 5.51202E+06
lodine, A2 quick regime, R" 0.14612 2.48223E-02
lodine, B2 median regime, R" 1.4612 0.24822
lodine, C2 dow regime, R" 14.612 24822
Cesium, A2 quick regime, R" 1307.4 222.76
Cesium, B2 median regime, R" 13074. 2227.6
Cesium, C2 low regime, R" 1.30737E+05 22276.
Americium, A2 quick regime, R" 32681. 11137.
Americium, B2 median regime, R" 3.26807E+05 1.11365E+05
Americium, C2 slow regime, R" 3.26807E+06 1.11365E+06

Table 6.11: Coefficients R” and R’ associated with Feature 4S (pure Type 2). For non

altered rock and R', we considered here an arbitrary depth by 20cm.

these units. This would be an important contribution to Task 6E issues and would as well

provide a sound basis for Task 6F2.
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Chapter 7

Task 6F2

Studies are developed along two directions:

e Impact of the complexity of fractures considering Type 1 and Type 2 units in series
and in parallel.

e Impact of connectivity of the fractures on the actual shape of breakthrough curves,
special case of sugar box geometry and triple porosity block.

7.1 Complexity of the fractures

We report here briefly about some modeling efforts made in the direction of including
full complexity of the fractures as provided in the deliveries. Indeed, major fractures are
potentially composed of a network of finer fissures of type 1 or 2. Minor features are of
simpler geometry and composition.

We considered the issue of complexity considering:

e A fracture consisting of Type 1 and 2 in series (proportions varying from full Type 1
to full Type 2 as bounding cases). Results show that breakthrough curves provide a
unique peak and can be approached by an equivalent model (advection, dispersion,
matrix diffusion).

e Two fractures of Type 1 and Type 2 assembled in parallel for different proportions
of flow flowing into the Type 1 or Type 2 unit. For this so called intermediate case,
flow rates are equally divided onto both fissure and fissure apertures are divided by
a factor of 2. Results show multi peak breakthrough curves which are not to be
represented by a simple equivalent model. Pure Type 1 and Type 2 are no more
bounding cases since retardation acts stronger for a half aperture fracture than for
a full aperture for equal water travel times. Results would anyway differ for other
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relative distributions of flow rates and related fracture apertures. These distributions
are not well constrained from the available information leading to large uncertain-
ties in dealing with complexity of fractures.

e The special case of Feature 6D is treated leading to non trivial breakthrough curve.

Results show that complex configurations can not be approached by means of a simple
equivalent system (advection, dispersion, heterogeneous matrix diffusion). Moreover,
uncertainties in terms of minor fissures openings as well as distributions of flow rates
diverted into these units, are largely unconstrained by experimental data though leading
to major differences in breakthrough curves. As a consequence, we simply considered
major type associated with each fracture without introduction of complexity (only one
single flow channel) for Task 6E. In such a case, pure Type 1 and pure Type 2 correspond
to bounding cases studied in a sensitivity analysis.

Breakthrough curves are provided on figures 7.2. Configurations are illustrated on
figures 7.1. Configurations in parallel and series involve feature 1S properties and a total
length of 20 m. Structure 6D considers properties of fracture 4S with a total length of 20
m.
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Figure 7.1: Configurations considered
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Figure 7.2: Complexity of fractures: 3 numerical experiments
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7.2 Infuence of fracture network connectivity on trans-
port properties

Our purpose in this section is to show the type of breakthrough curves corresponding to
transfers in a fully connected fractured block (sugar box geometry). Indeed some of the
results and conclusions made based on the semi synthetic block of Task 6C are in close
connection with the actual structure of the fractured network, in particular its low con-
nectivity. Our focus here is to show that results obtained concerning the major influence
of matrix diffusion on the delay of breakthrough curves pertain but that the shape of the
breakthrough curves can largely depend on the actual connectivity of the fractured net-
work. As mentioned earlier, the fracture network geometry considered here is regular
sugar box geometry. This geometry is interesting to draw theoretical considerations, it
is nevertheless clearly not a true representation of any actual site, in particular not Block
Scale site. It is nevertheless a practical way to study the role played by limited matrix
diffusion effects as related with back ground fracturing. The interest of the present exer-
cise indeed relies in the fact that most simulation approaches among the modeling teams
working on Task 6E have limited their approaches to the conceptualization of matrix dif-
fusion as an orthogonal 1D diffusion process (should it be bounded or unlimited, related
to homogeneous or heterogeneous matrix properties). For other (a real world ?) appli-
cations where connectivity of the fractured network can be large at various scales, this
1D approach is too limited, actual meshing of the actual matrix block geometries is re-
quired since diffusion a matrix block is fully 3D: tracers diffuse from all sides of the block
into the actual block geometry and diffusion depends on history of concentrations at the
boundaries as well as geometrical and diffusion properties. For PA time scales considered
in Task 6E, diffusion is to occur over meters to tens of meters, which is already large as
compared with the 200 m of the total block studied. In such a case and for more connected
systems as the semi synthetic block of Task 6C, simplification of matrix diffusion to 1D
orthogonal diffusion is no more possible.

We study such a case below with our Eulerian continuum approach where matrix
blocks are fully discretized. We consider a 2D sugar box geometry for a block of 150
meters. This block contains 10*10 fractures. One may refer to figure 7.3, 7.4 and tables
7.1, 7.2 et 7.3. We apply typical Task 6E properties to these fractures as well as Type 1
matrix properties. We first compute the breaktrough curves for this dual porosity block.
It shows as a classical matrix diffusion type curve including large delay in peak arrival
time as well as large tailing effect (related with large diffusion zones, here block size is 15
m). In a second step, we include a second level of fracturation in-bedded into the former
larger scale one: each block by 15 m is no more homogeneous but consists of a regularly
fractured block containing 10*10 fractures bounding 1.5 m blocks. We thus obtain there a
triple porosity system within a 150 m block (larger 15 m blocks containing a second scale
of fracturation providing 1.5 m small blocks). The properties associated with this second
scale of fracturation were obtained from the deliveries associated with Task 6C block for
such smaller scale fractures and coated with Type 2 matrix properties.
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The boundary conditions correspond to a uniform flow directed along the diagonal of
the block. The intensity is 103, typical of PA time scales. The initial Dirac concentration
is located upstream at major fractures intersections. Flux drawn on the various figures
corresponds to the total flux transiting through the downstream boundaries. See figure
7.4.

Results are provided on figures 7.5 for the intermediate case where matrix diffusion is
not considered (one or two levels of fracturation) and on figures 7.6 for the case including
matrix diffusion (double and triple porosity systems).

The results proposed on these figures are discussed below. Detailed analysis of such
systems is not attempted here. In particular, for other parameter values (associated with
fracture or matrix properties, other head gradient ...) the breakthrough curves are to differ.
We simply consider the present study as illustrative. WWe moreover limit here our study to
a non sorbing tracer.

Results show:

e Without matrix diffusion: the full system (both levels of fracturation) provides de-
layed arrival time with lower dispersivity (see Fig. 7.5-(b)). This is due to the fact
that total porosity of the block is increased when moving from single to double frac-
turation. Lower dispersivity is explained by the fact that equivalent dispersion for
such regular systems is linearly related with the size of the matrix block (15 m for
the larger scale and 1.5 m for the smaller). These curves are most related with the
parameters considered. Indeed, velocities in the large fracture systems and in the
smaller are here comparable. For other situations, introduction of a smaller scale of
fracturation can lead to a kind of tailing when flow velocity is significantly lower,
leading to retardation of the plume in such zones. As mentioned formerly, we con-
sidered the transmissivity and fracture aperture properties provided in the deliveries
and summed up in tables 7.1, 7.2 et 7.3. Masses, as provided on figure 7.5-(b) vary
at similar time scales for both cases.

e With matrix diffusion: the first system considers large matrix blocks for a single
scale of fracturation. It leads to large tailing effects (see Fig. 7.6-(a)). When in-
cluding minor fracturation with associated matrix diffusion, peak arrival time is
strongly delayed (due to increased porosity and matrix volumes) but rather leads
to a symmetrical breakthrough curve. This is due to the fact that 1.5 m blocks are
fully invaded by the plume leading to increased equivalent porosity without tran-
sitory buffer effect. The important fact is here that the type of retardation is very
different from the usual long tailing effect observed for the Task 6E system indeed
mainly corresponding to a single major transport path (along 12 fractures).

So, the present study confirms the importance of matrix diffusion for retardation of
transfer of a plume in a fractured block at PA time scale. Nevertheless, the results obtained
in Task 6E are to a large extent bound to the geometry considered (from Task 6C) and
should not be generalized in a too straightforward way. For the point considered here, the
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impact of matrix diffusion in terms of distribution of arrival times may very well depend
on the connectivity of the fractured network (as well as the parameters associated with the
properties of the different units - not illustrated here). For instance, here including a minor
level of fracturation if considered fully connected (sugar box geometry) leads to more
retarded outputs but providing larger intensity. For a criterion of maximum peak lower
than a provided level, situation associated with this minor fracturation is not conservative.
The triple porosity systems transfers the whole of the mass of the plume quicker than
the dual porosity system. These results should anyway help in understanding that the
results obtained in Task 6E are partially bounded to the situation of low connectivity of
the geometrical fracture network.

Figure 7.3: Studied system including two levels of fracturation, the second in-bedded in

the former.
Bl ock | ength 150 m
Fr. (Type 2, with fr. coat., nylonite ...) 2.56 cm
Matri x bl ocks | ength 15m
Transm ssivity 1.107" m?/s
Fracture porosity 5.102
Vel oci ty 7.79% 1078 m/s

Table 7.1: Parameters associated with larger fractures (150 m scale)
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Source

radri

Fl

LIX

Figure 7.4: Initial and boundary conditions

M nor fracture aperture (Type 2) 0.56 mm
Transmi ssivity 1.1078 m?/s
Fracture porosity 0.15
Vel ocity 5.95% 1078 m/s

Table 7.2: Parameters associated with minor fracturing (15 m scale). Fracture coating is
included as increase of fracture aperture

Matri x | ength 15morl5m

Matri x porosity 6.10°3

Pore matrix diffusion 810 "m?/s

Table 7.3: Matrix parameters (matrix zones in the vicinity of the flow path are homoge-
nized as increased fracture aperture, we solely consider here altered rock prop-

erties
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Figure 7.5: Without matrix diffusion, BTC for both systems
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Chapter 8

Discussion and conclusions

Main conclusions are provided within each task section. We ultimately here sum up the
main conclusions.

e Tracer tests contain very limited amount of information to be transferred to PA time
scale simulation.

e For PA time scales, matrix diffusion proved to be the major actor for retarding the
plume. Intact rock mass located deeper in the rock mass is the major contributor
as compared with matrix zones in the vicinity of the fractures due to the associated
storage volumes. In addition to retarding the peak arrival time, resulting break-
through curves provide long tailing effect. This feature is nevertheless strongly re-
lated with the low connectivity of the fractured block considered. As shown along
Task 6F2, high connectivity would result into smaller matrix blocks and related
smaller penetration depth resulting into highly retarded breakthrough curves but
providing less tailing effects.

e Semi synthetic block provided by Task 6C showed low connectivity so that the 5600
features provided could be simplified to a major path of 12 fracture system provid-
ing almost identical breakthrough curves for the boundary and initial conditions
considered.
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